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Abstract  

One third of the ice in the ablation area of glaciers in High Mountain Asia (HMA) is covered by a layer 
of rock debris of a few centimetres to several metres thickness. This supraglacial debris insulates the 
ice, therefore reducing melt, but the effect is partly compensated by the presence of supraglacial ice 
cliffs which enhance melt locally by a factor 2 to 30. The contribution of ice cliffs to the mass balance 
of these debris-covered glaciers is highly uncertain and depends on the local meteorology, the 
surrounding debris thickness, the ice cliff distribution across the surface of the glacier and their 
interactions with debris and the supraglacial hydrology (streams and ponds). In this thesis, I have been 
expanding observations of ice cliffs at very high spatio-temporal resolution using time-lapse 
photogrammetry, and at the very large scale using novel remote sensing techniques. These observations, 
combined with advanced energy-balance modelling and a novel stochastic birth-death cliff population 
model, enable a better understanding of the local processes and how these influence the large-scale 
distribution and evolution patterns of ice cliffs.  

First, I have quantified for four cliffs in Central Nepal and Eastern Tibet the importance of the different 
energy fluxes for melt, as well as the impact of debris redistribution on top of their ice faces during the 
monsoon season. These results highlight the importance of very thin debris in enhancing melt at the 
surface of the cliffs due to albedo reduction, while slightly thicker or patchy debris reduces it by 30-
60%. Most importantly, these observations show the very strong temporal variability in cliff area, which 
is highly coupled to the influence of streams and ponds. 

Second, I have developed two novel semi-automated cliff mapping approaches for high-resolution 
(<10m) multispectral satellite images. These approaches display high performance metrics and are 
transferable from image to image and glacier to glacier, which makes them suitable to study the 
evolution and distribution of ice cliffs at the large scale.  

Third, I have developed an algorithm to track the evolution of ice cliffs automatically over time and 
applied it to yearly observations of the cliff population of four debris-covered glaciers in HMA over a 
period of 10 years. This has highlighted the very high cliff birth and death rates at all these sites, which 
results in the cliff relative area changing commonly by up to +/-20% from year to year. However, using 
a novel stochastic birth-death model, we also showed that the cliff relative area is constrained, and 
depends on a variety of controls, and especially the supraglacial hydrology. 

Fourth, I have derived the cliff population of 86 glaciers across HMA and combined it with a number 
of large-scale datasets, as well as with complementary observations from multi-temporal Unsupervised 
Aerial Vehicle (UAV) surveys. This has enabled me to quantitatively link the state of ice cliffs and their 
density with the supraglacial hydrology, and therefore with glacier dynamics and debris thickness, i.e. 
with the evolution state of debris-covered glaciers. 

Ultimately, this work provides crucial insights into the underlying processes of ice cliff evolution from 
the cliff to the glacier scale. These results are a major advance in the assessment of the large-scale ice 
cliff contribution to glacier mass balance.  
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Résumé  

Un tiers de la glace située dans la zone d’ablation des glaciers des Hautes Montagnes d’Asie (HMA) 
est recouvert d'une couche de débris rocheux allant de quelques centimètres à plusieurs mètres 
d'épaisseur. Ces débris isolent la glace, réduisant ainsi la fonte, mais cet effet est partiellement compensé 
par la présence de falaises de glace qui augmentent localement la fonte d'un facteur 2 à 30. La 
contribution des falaises de glace au bilan de masse de ces glaciers couverts de débris est très incertaine 
et dépend de la météorologie locale, de l'épaisseur des débris environnants, de la distribution des falaises 
à la surface des glaciers et de leurs interactions avec les débris ainsi qu’avec les rivières et chenaux 
supraglaciaires. Dans cette thèse, j'ai poussé les observations des falaises de glace à très haute résolution 
spatiale et temporelle en utilisant de la photogrammétrie time-lapse, et à très grande échelle spatiale à 
l’aide de nouvelles techniques de télédétection. Ces observations, combinées à une modélisation 
avancée du bilan énergétique et à un nouveau modèle stochastique de la population de ces falaises, 
permettent de mieux comprendre les processus locaux et la façon dont ils influencent la distribution et 
l’évolution à grande échelle des falaises de glace.  

Dans une première partie, j'ai quantifié pour quatre falaises du centre du Népal et de l'est du Tibet 
l'importance des différents flux d'énergie pour la fonte, ainsi que l'impact de la redistribution des débris 
sur ces falaises pendant la mousson. Ces résultats mettent en évidence l'importance d’une fine couche 
de poussière dans l'augmentation de la fonte à la surface des falaises en raison de la réduction de 
l'albédo, tandis que les débris légèrement plus épais ou parcellaires la réduisent de 30 à 60%. D’autre 
part, ces observations montrent la très forte variabilité temporelle de la superficie des falaises, qui est 
fortement couplée à l'influence des chenaux et lacs supraglaciaires. 

Dans une seconde partie, j'ai développé deux nouvelles méthodes semi-automatiques de cartographie 
des falaises à partir d'images satellites multi-spectrales à haute résolution (<10m). Ces méthodes 
performantes sont applicables à différentes images et différents glaciers, ce qui les rend particulièrement 
utiles pour étudier l'évolution et la distribution des falaises de glace à grande échelle.  

Dans une troisième partie, j'ai développé un algorithme pour suivre automatiquement l'évolution des 
falaises de glace dans le temps et je l'ai appliqué aux observations annuelles de la population de falaises 
de quatre glaciers couverts de débris des HMA sur une période de 10 ans. Cela a mis en évidence les 
taux très élevés d’apparition et de disparition des falaises sur tous ces glaciers, ce qui a pour 
conséquence que la superficie totale des falaises change aisément de +/-20% d'une année sur l'autre. 
Néanmoins, en utilisant un nouveau modèle stochastique d’évolution de ces falaises, nous avons 
également pu montrer que cette superficie totale est limitée et dépend d'un certain nombre de facteurs, 
et en particulier de l'hydrologie supraglaciaire. 

Dans une quatrième partie, j'ai cartographié la population de falaises de 86 glaciers à travers les HMA 
et combiné ces observations avec des observations multi-temporelles réalisées à l’aide de drones. Cela 
m'a permis de relier quantitativement les caractéristiques et la densité des falaises de glace avec 
l'hydrologie supraglaciaire, et donc avec la dynamique des glaciers et l'épaisseur des débris, c'est-à-dire 
avec l'état d'évolution des glaciers couverts de débris. 

Ce travail a fourni des informations cruciales sur les processus sous-jacents de l'évolution des falaises 
de glace, de l'échelle de la falaise à celle du glacier. Ces résultats constituent une avancée majeure dans 
l'évaluation de la contribution des falaises de glace au bilan de masse des glaciers à grande échelle. 
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Preface: The debris-covered glacier environment 

When I first met Francesca to discuss the topic of this PhD, I did not really comprehend what debris-
covered glaciers or ice cliffs were. Coincidentally, a few weeks after this first interview I found myself 
with Thomas, my cousin and partner-in-crime, trudging up the lower tongue of Inylchek Glacier in 
Eastern Kyrgyzstan, one of the largest glaciers outside the poles and extensively debris-covered. With 
25 kilos of climbing gear in our backpacks, including 10 days’ worth of food, we casually made our 
first steps on this lunar landscape, outskirting ice cliffs and supraglacial ponds, finding a way of least 
resistance through roller-coaster hills of unstable rocks and tackling steep scree slopes (two steps up, 
one step down). It was fun the first hour. After a full day of navigating this particularly unstable terrain 
and a number of falls and uncontrolled slides, we had only progressed 7 km up-glacier, four times less 
than expected. We pitched our tent next to a supraglacial pond and collapsed on our sleeping mats. This 
is when Thomas looked at me: ‘So… That’s what you’ll be doing for the next four years?’... The next 
morning, the pond had drained. The weather was bad, so we went out under the rain to check out some 
of the massive ice cliffs that stood around our camp (Fig. 1.1, 1.2). Walking on the bouldery crest, 
staring down on the smooth ice face falling straight in a massive pond, 40m below… ‘Well this is pretty 
cool!?’. 

 

Figure 1.1: first steps on a debris-covered glacier. Inylchek Glacier, Eastern Kyrgyzstan, 2018. 
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Figure 1.2: Wider perspective on a large debris-covered glacier. Inylchek Glacier, Eastern Kyrgyzstan, 
2018. a) From one of the lower tributaries. b) From the base of the left (flow-direction) lateral moraine 

 



 

 

 

 

 

 

 

 

 

Chapter 1: Introduction 
 

1.1. Motivation 

In recent decades, mountain glaciers have been retreating and losing mass globally at an accelerated 
rate due to anthropogenic warming (Hugonnet et al., 2021; Zemp et al., 2019, 2015) and are projected 
to keep following this trajectory until at least the end of the century (IPCC, 2019; Marzeion et al., 2020; 
Radić et al., 2014). This will have a number of consequences, some of which are already observable. 
Beyond the contribution to sea-level rise, which cannot compare with the future contribution from the 
Greenland and Antarctic ice sheets (Gardner et al., 2013), the depletion of the water storage that 
represents mountain glaciers could directly impact downstream ecosystems (Cauvy-Fraunié and 
Dangles, 2019; Huss et al., 2017; Huss and Hock, 2018; Milner et al., 2017) as well as the livelihoods 
of millions of people living in vulnerable basins (Immerzeel et al., 2020). Indeed, water discharge from 
the glaciers is expected to peak by 2100 for all glacierized drainage basins, and this peak is thought to 
have already been reached in more than half of them (Bliss et al., 2014; Huss and Hock, 2018). In basins 
with high water demand and dry summer climates, the reduction of this resource could become 
problematic, especially during episodes of drought (Pritchard, 2019). This is especially true in parts of 
High Mountain Asia (HMA), where diminishing water towers are combined with a growing demand on 
water resources (Bolch et al., 2012; Immerzeel et al., 2020; Kraaijenbrink et al., 2017; Miles et al., 
2020; Pritchard, 2019; Viviroli et al., 2020).  

Such general trends are harder to disentangle for smaller catchments limited to a few glaciers, as there 
is a strong variability in response between individual glaciers (Bolch et al., 2011; Ragettli et al., 2016a; 
Thakuri et al., 2014), which requires much more sophisticated sets of tools to understand and model 
(Ayala et al., 2016; Burger et al., 2018; Ragettli et al., 2016b, 2015). At this spatial scale, it becomes 
necessary to take into account the specific processes underlying glacier accumulation and ablation to 
understand the past and future evolution of glaciers and water resources. Such complex glacio-
hydrological models require to be informed by high spatio-temporal resolution observations to 
comprehend the physics of the processes influencing the glacier mass balance (Ragettli et al., 2016b).  

Glaciers show a variety of thinning patterns depending on morphological characteristics or the presence 
of a layer of rock debris in their ablation area (Brun et al., 2019; Scherler et al., 2011). Such glaciers 
are identified as ‘debris-covered’, and the rock debris extents and thicknesses at their surface can vary 
considerably (Kirkbride and Deline, 2013; Pellicciotti et al., 2015). They are common throughout the 
world (Herreid and Pellicciotti, 2020a), and the presence of a few centimetres of debris is enough to 
considerably influence their dynamics and melt patterns (Anderson and Anderson, 2016; Nicholson and 
Benn, 2013, 2006). Indeed, debris thicker than a few centimetres will reduce the melt of the underlying 
ice exponentially with debris thickness (Mattson, 1993; Ostrem, 1959), thus allowing debris-covered 
glaciers to extend to lower elevations than clean-ice glaciers (Scherler et al., 2011). However, beyond 
this simple relationship, regional-scale remote sensing studies have also shown that thinning patterns 
of debris-covered glaciers remained similar to those of debris-free glaciers at similar elevations, an 
apparent paradox often referred to as the ‘debris-cover anomaly’ (Brun et al., 2018; Gardelle et al., 
2013; Kääb et al., 2012; Pellicciotti et al., 2015; Rounce et al., 2021). Debris-covered glaciers are indeed 
more complex than they appear when just considering the ‘Ostrem’ curve. Debris influences the ice 
dynamics, leading to long stagnating debris-covered tongues, which favour the development of peculiar 
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supraglacial features such as supraglacial streams, ponds and ice cliffs (Benn et al., 2012; Miles et al., 
2020). 

These ice cliffs are exposed ice faces amid the debris-covered ice, cleared of debris usually because 
their slope exceeds the local angle of repose (Fig. 1.3, Moore, 2018; Sakai et al., 1998). As supraglacial 
cliffs are directly exposed to incoming radiation, including to the longwave radiation emitted from the 
debris, they act as melt ‘hotspots.’ Despite their relatively low areal density at the glacier surface, they 
contribute considerably to the melt of debris-covered glaciers (Buri et al., 2021, 2016a; Immerzeel et 
al., 2014; Miles et al., 2022; Sakai and Takeuchi, 2000). This is also the case for supraglacial ponds, 
which store energy and redistribute it in the glacier at the pond margins and when they drain into the 
glacier (Miles et al., 2018b, 2022). As such, it has been hypothesised that ice cliffs and ponds could be 
partly responsible for the enhanced melt of debris-covered glaciers and could explain their accelerated 
thinning (Anderson et al., 2021a; Gardelle et al., 2013; Kääb et al., 2012; Pellicciotti et al., 2015; 
Ragettli et al., 2016a). However, despite some detailed studies at scales from individual cliffs to 
individual glaciers, there are still major unknowns related to the distribution and dynamics of such 
features that prevent assessing their contribution at the scale of HMA. 
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Figure 1.3: Supraglacial ice cliffs on (a) Langtang Glacier (Central Nepal), (b) 24K Glacier (Eastern 
Tibet), (c) Zmutt Glacier (Swiss Alps), (d) Im Gries (Swiss Alps), (e-f) Kyzylsu Glacier (Western Pamir). 
Image credit: Fabienne Meier (c) and Marin Kneib (a-b, d-f). 

 

1.2. State of the art 

1.2.1. Melt and thinning patterns of debris-covered glaciers 

1.2.1.1. Debris on glaciers 

Debris-covered glaciers are commonly observed in all major mountain ranges, and at the global scale 
7.3% of the mountain glacier area is debris-covered (Herreid and Pellicciotti, 2020a; Scherler et al., 
2018). They are particularly concentrated in HMA where more than 30% of the ice in the ablation area 
is covered with debris (Herreid and Pellicciotti, 2020a; Kraaijenbrink et al., 2017; Scherler et al., 2018). 
Debris cover has been observed to increase in several locations in the Alps and HMA in the past decades 
(Bhambri et al., 2011; Deline, 2005; Kamp et al., 2011; Mölg et al., 2019; Thakuri et al., 2014; Xie et 
al., 2020), due to a combination of enhanced melting and progressive glacier slowdown (Anderson and 
Anderson, 2018; Dehecq et al., 2019). This upward expansion of debris is therefore linked to climate 
warming and glaciers are expected to develop more extensive  and thicker debris cover in the near future 
(Compagno et al., 2022; Herreid and Pellicciotti, 2020a; Thakuri et al., 2014). 

Rock debris enters the glacier system from avalanches, rock falls, and subglacial erosion. While a large 
portion is exported subglacially, the rest is entrained englacially and melts out of the ice in the ablation 
zone (Goodsell et al., 2005; Kirkbride and Deline, 2013; McCarthy et al., 2021; Miles et al., 2020; Orr 
et al., 2021). Debris develops progressively in medial moraines which expand laterally due to debris 
creep driven by differential ablation (Anderson, 2000; Glazyrin, 1975; Kirkbride and Deline, 2013; 
Moore, 2021). Lower down-glacier, these lateral moraines merge and a continuous debris cover 
develops (Herreid and Pellicciotti, 2020a). As a result of progressive melt-out of debris, debris thickness 
increases down-glacier and generally towards glacier margins and can reach a few metres near the 
terminus (Anderson and Anderson, 2018; Nicholson et al., 2018).  

At the local scale, the debris thickness can be very heterogeneous due to varying debris sources, from 
localized rockfall events to the melting out of medial moraines (Van Woerkom et al., 2019). This 
heterogeneity is further enhanced by differential melt under the debris (Moore, 2021; Sharp, 1949). 
Indeed, higher melt rates under thinner debris promotes surface lowering relative to zones of thicker 
debris. These topographic lows can progressively accumulate debris, which leads to a strong melt 
reduction and an inversion of the melt patterns, ultimately leading to a topographic inversion (Moore, 
2021; Thompson et al., 2016). Glacier hummocks are symptomatic of such differential melt patterns 
and are predominant features of thickly debris-covered glacier tongues (Bartlett et al., 2020). 

This heterogeneous debris distribution is confirmed by field and remote sensing observations. Debris 
thickness is usually measured directly by manual excavation, direct measurements at the top of ice cliffs 
or ground penetrating radar measurements (McCarthy et al., 2017; Nicholson and Mertes, 2017; 
Nicholson et al., 2018). Methods to estimate debris thickness have been developed using drone or 
satellite thermal imagery, exploiting either a direct empirical relationship or the surface energy balance 
(Foster et al., 2012; Herreid, 2021; Mihalcea et al., 2008; Ragettli et al., 2015; Rounce et al., 2018; 
Stewart et al., 2021). When the incoming energy to the glacier surface and the relationship between 
melt and debris thickness are known, surface mass balance patterns can also be inverted to compute 
debris thickness at the large scale (McCarthy et al., 2021; Ragettli et al., 2015; Rounce et al., 2018). A 
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combination of thermal and mass balance inversion has also been used to derive debris thickness for all 
glaciers in the world (Rounce et al., 2021). Such products reflect the thickening debris down-glacier, 
inform on the relative debris thickness from glacier to glacier, enable to study the controls of debris-
cover development, and are particularly useful for large-scale glacier modelling (Compagno et al., 
2022). However, their relatively coarse resolution (50-100m) condenses the local melt signal and the 
heterogeneous melt patterns from varying debris thicknesses as well as supraglacial melt hotspots 
(McCarthy et al., 2021; Rounce et al., 2021). 

 

1.2.1.2. Effect of debris on ice 

Local observations at stake locations have shown that for debris thicker than a few centimetres, melt is 
exponentially reduced with increasing debris thickness (Mattson, 1993; Nicholson and Benn, 2006; 
Ostrem, 1959; Fig. 1.4). This relationship results from the complex interaction between the atmosphere 
and the glacier surface, with the energy from the surface being conducted through the debris layer and 
contributing to ice melt (Nicholson and Benn, 2006; Reid and Brock, 2010). 

 

Figure 1.4: Examples of field measurements of the relationship between ice ablation and debris 
thickness. The critical thickness is the thickness below which the ablation is enhanced relative to clean 
ice. Figure from McCarthy (2018), adapted from Mattson (1993). 

On the contrary, for debris thinner than a few centimetres, sub-debris melt is enhanced relative to clean 
ice. This can be explained by the fact that very thin debris is often patchy, with some ice with very low 
albedo values being exposed (Mattson, 1993; Fig. 1.4), and that as debris thickens there is a reduction 
in the evaporative heat flux, leaving more energy for melt (Evatt et al., 2015). This results in enhanced 
melt in the transition zone between ice and debris (Fyffe et al., 2020a). 
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1.2.1.3. Dynamics of debris-covered glaciers 

Glaciers throughout the world are currently undergoing major changes due to increasing temperatures. 
This typically results in an up-glacier migration of the glacier equilibrium line, which corresponds to 
the transition between the accumulation and ablation area of a glacier (Cuffey and Paterson, 2010; Fig. 
1.5). Such rising equilibrium lines and decreasing ratios of accumulation area versus ablation area are 
visible throughout HMA (Miles et al., 2021). 

 

Figure 1.5: Synthetic depiction of glacier accumulation, flow and ablation as a function of decreasing 
elevation. For an imbalanced glacier, more ice is lost in the ablation area than is gained in the 
accumulation area. Figure from Miles et al. (2021). 

While in general for clean-ice glaciers the melt decreases with elevation due to decreasing temperatures, 
the main control on debris-covered glacier melt comes from the debris thickness (Banerjee, 2017). The 
progressive thickening of debris down-glacier results in an inversion of the melt gradient in the ablation 
area of these glaciers (Benn and Lehmkuhl, 2000). This down-glacier ablation pattern can in addition 
be highly heterogeneous due to varying debris thicknesses as well as local mass inputs from avalanches, 
which are usually more important as a mass supply mechanism on debris-covered glaciers (Benn and 
Lehmkuhl, 2000; Brun et al., 2019; Laha et al., 2017; Scherler et al., 2011). 

Higher melt rates at the transition from clean to debris-covered ice and the thickening of debris down-
glacier means that debris-covered glaciers usually maintain extensive tongues at low elevations, which 
are characterised by low velocities due to a reduction in ice discharge (Anderson and Anderson, 2016; 
Ferguson and Vieli, 2021). As such, extensively debris-covered glaciers tend to react to climate change 
more slowly than clean-ice glaciers (Banerjee, 2017; Ferguson and Vieli, 2021; Rowan et al., 2015). 
Such modelling results are confirmed by observations of glacier slow-down at the regional scale 
(Dehecq et al., 2019), as well as by the long-term persistence of debris-covered ice at low altitude 
despite the rising equilibrium lines (Mölg et al., 2019; Nainwal et al., 2016). In the long-term, the slow-
down of the ice supply to the debris-covered tongue and the enhanced thinning at higher elevations may 
additionally result in the complete detachment of the stagnating debris-covered tongue from its ice 
supply (Rowan et al., 2021). 
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1.2.1.4. The debris-cover anomaly 

Large-scale geodetic mass balance studies have compared the thinning patterns of debris-covered 
glaciers with those of debris-free glaciers located at the same elevation. Despite the presence of debris 
and its effect on the glacier surface mass balance, these observations showed similar thinning rates 
(Gardelle et al., 2013; Kääb et al., 2012) and glacier-wide mass balance patterns (Brun et al., 2019) for 
debris-covered and debris-free glaciers. Similar studies with higher spatial resolution products and 
conducted at the catchment scale (Bolch et al., 2011, 2008; Pellicciotti et al., 2015; Ragettli et al., 2016a) 
highlighted very heterogeneous thinning patterns across a glacier and between different glaciers and 
confirmed that at this scale debris-cover alone could not be considered to be a primary control of glacier 
mass balance. 

This ‘debris-cover anomaly’ could be due to a number of debated factors that eventually add up to 
compensate for the debris insulating effect. As mentioned above, debris-covered glaciers tend to be less 
dynamic than debris-free glaciers, which may result in reduced ice flux in the ablation zone, including 
in its vertical component, also known as emergence velocity (Fig. 1.5). If one neglects the mass gain 
and loss processes occurring englacially and subglacially, for any particular section of a glacier, annual 
rates of elevation change (dH/dt) can be expressed as the sum of the annual surface mass balance (�̇�) 
and the vertical component of the ice flux, or flux divergence (∇ ∗ 𝒒), accounting for the density (𝜌) for 
each quantity (Cuffey and Paterson, 2010): 

𝜌𝑑𝐻
𝜌𝐻2𝑂

𝑑𝐻
𝑑𝑡

=  �̇� − 𝜌∇𝑞

𝜌𝐻2𝑂
∇ ∗ 𝒒       (Eq. 1.1) 

Therefore, a reduction in the emergence will result in increased thinning, which could partly explain 
the debris-cover ‘anomaly’ (Anderson et al., 2021a; Brun et al., 2018; Rounce et al., 2021). The other 
explanations relate to the other term of the equation (�̇�), which encompasses all the mass gains and loss 
at the glacier surface (including accumulation from snow, and melt). Indeed, enhanced melt at the 
location of supraglacial ice cliffs, ponds, or even streams, often described as melt ‘hotspots’, could 
balance to some extent the debris insulation effect (Buri et al., 2021; Kääb et al., 2012; Miles et al., 
2018b; Pellicciotti et al., 2015; Thompson et al., 2016). Additionally, very thin or patchy debris can 
also enhance melt and could have a non-negligible effect at the regional scale (Fyffe et al., 2020a). 

 

1.2.2. Ice cliffs 

1.2.2.1. Melt patterns 

1.2.2.1.1. Measuring ice cliff melt 

Ice cliffs act as melt ‘hotspots’ at the surface of debris-covered glaciers, as they undergo much higher 
ablation rates than the surrounding debris-covered ice. Due to their steep surface slopes and the 
redistribution of debris from the top to the bottom, these ice cliffs have a large lateral melt component 
and therefore appear to be backwasting as they melt (as opposed to ‘downwasting’). Measurements of 
this backwasting or melt rates have been conducted using direct field measurements or aerial or 
terrestrial remote sensing approaches. 

Direct measurements of ice cliff melt can be undertaken using traditional ablation stakes drilled into the 
ice, perpendicular to their surface, as this is also the direction of the melt vector (Buri et al., 2016a; Han 
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et al., 2010; Juen et al., 2014; Reid and Brock, 2014; Sakai et al., 2002; Steiner et al., 2015). Ice cliff 
backwasting has also been quantified by repeat measurements of the distance between benchmark 
boulders and the cliffs’ crests (Anderson et al., 2021a; Han et al., 2010; Sakai et al., 1998). These 
approaches lead to point measurements that are relatively difficult and time-consuming to make, but 
with the advantage that they directly measure melt (or backwasting) as they are not affected by ice 
dynamics. 

Distributed melt of ice cliffs can be assessed using Digital Elevation Models (DEMs) produced from 
terrestrial or aerial ‘Structure-from-Motion’ photogrammetry surveys, as well as from satellite stereo 
pairs (Brun et al., 2016; Immerzeel et al., 2014; Thompson et al., 2016; Watson et al., 2017b). The 
differencing of DEMs results in a thinning map, which can be used to extract the thinning patterns at 
the ice cliff location, assuming that the cliff outlines are known (Thompson et al., 2016). This method 
however ignores glacier motion, which can be problematic when the ice is not stagnant (Thompson et 
al., 2016). Accounting for glacier flow requires estimating the surface velocity of the ice (x, y 
components) as well as the emergence (z component) at the location of the cliffs (Brun et al., 2018). 
The surface velocity can be measured in a variety of ways, from point measurements of boulders on the 
glacier, to distributed measurements using cross correlation techniques (e.g. Messerli and Grinsted, 
2015). The emergence velocity can be estimated using a mass conservation scheme, which requires to 
know the surface velocity, the ice thickness and to make assumptions on how velocity scales with depth 
(Cuffey and Paterson, 2010). Once the three components of the ice velocity have been calculated, the 
glacier surface can be corrected, also accounting for the glacier slope at the cliff location (Fig. 1.6; Brun 
et al., 2018; Miles et al., 2021, 2018b; Mishra et al., 2021; Westoby et al., 2020). 

 

Figure 1.6: Panels showing thinning maps from Unsupervised Aerial Vehicle (UAV) DEMs (a, d) 
before and (b, c, e, f) after flow correction over the period 23 November 2015–16 November 2016 on 
Changri Nup Glacier, Nepal. Black outlines on panels (c) and (f) are the cliff footprints. Panels (d), (e) 
and (f) are close-ups of the panels (a), (b) and (c). Figure from Brun et al., 2018. 
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Even when all these steps have been followed, there remains important considerations on how to define 
ice cliff melt. Indeed, as discussed in the following sections, ice cliffs are (a) difficult to outline and (b) 
their outlines can change considerably within a few months. This approach based on DEM differencing 
also has limitations when the cliffs are very steep or even overhanging (Brun et al., 2016; Kraaijenbrink 
et al., 2016b; Watson et al., 2017b). Moreover, to account for ice cliff backwasting and avoid 
overestimating the cliff ablation, the melt needs to be calculated perpendicular to the surface of the cliff 
(Mishra et al., 2021). This has led to the use of point clouds rather than DEMs to extract the melt at the 
cliff location (Brun et al., 2016; Watson et al., 2017b; Mishra et al., 2021), using tailored algorithms 
such as the M3C2 (Lague et al., 2013). 

 

1.2.2.1.2. Ice cliff enhancement factor 

Once the cliff melt is known, it can be compared to the melt of the surrounding debris-covered ice to 
estimate the cliff enhancement factor, which is generally understood as the cliff melt rate relative to the 
sub-debris melt rate. There are various ways of defining this enhancement factor, which adds to the 
number of ways there are to estimate ice cliff melt (which can be measured in a distributed way or at 
the point scale, but also modelled, and often needs to be extrapolated). There is no consensus for either 
of these approaches, so the definition varies from study to study. 

A classic way of defining enhancement factor 𝑓𝐶 of ice cliffs (or sometimes ice cliffs and ponds 
together) is to divide the total cliff melt �̇�𝐶 by the total melt in the debris-covered area �̇�𝑇  (Sakai et al., 
1998, 2002; Thompson et al., 2016; Buri et al., 2021): 

𝑓𝐶 = �̇�𝐶
�̇�𝑇

           (Eq. 1.2) 

Other studies remove the cliff contribution from the total melt in the debris-covered area (Brun et al., 
2018): 

𝑓𝐶 = �̇�𝐶
�̇�𝑁𝐶

            (Eq. 1.3)  

But the enhancement factor can also be calculated at the point-scale, by comparing modelled or 
measured melt rates with melt rates from debris-covered ice in the same meteorological settings, or 
better, clean ice, since sub-debris melt strongly depends on debris thickness which is often unknown 
and very site-specific (Rounce et al., 2021; Miles et al., 2022). 

Despite all these variations, all the studies that derived enhancement factors agree that ice cliffs melt 
considerably faster than the surrounding debris-covered ice (Fig. 1.7; Table 1.1). The enhancement 
factors indeed vary between 1.5 and 35 at the glacier scale but are mostly centred between 3 and 4 (Fig. 
1.7.a; Table 1.1). The large spread can be explained by the different approaches used to derive cliff area 
and melt as well as their respective uncertainties, but also by the variety of climatic conditions and 
debris thicknesses of the glaciers considered. The only study to have calculated enhancement factors at 
a variety of sites across the world in a consistent way used point-scale energy-balance modelling to 
compare cliff, pond, debris-covered and debris-free ice melt and still found that the enhancement factor 
of ice cliffs relative to clean ice varied between 2 and 3, and 2 and 30 relative to debris-covered ice 
(Miles et al., 2022; Fig. 1.7.b). 
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Figure 1.7: (a) Literature values of ice cliff enhancement factors from the mean distribution of cliffs 
and their mean melt or volume loss contribution (modelled or measured). One glacier is located in 
Alaska, 2 are in the Alps and 8 in HMA (Sakai et al., 1998, 2002; Reid and Brock, 2014; Immerzeel et 
al., 2014; Thompson et al., 2016; Buri et al., 2016a, 2021; Brun et al., 2018; Mölg et al., 2019; Mishra 
et al., 2021). (b) Cliff, pond and debris enhancement factors relative to clean ice and calculated from 
point energy-balance modelling at various on-debris AWSs around the world. Figure from Miles et al., 
2022. 

Table 1.1: Literature values for ice cliff density, contribution to melt (or thinning patterns) and 
enhancement factor on debris-covered glaciers. The yellow, blue, orange and green shading show the 
sites in HMA, the European Alps, Alaska and Patagonia, respectively. 

Study Distribution  

(% of planimetric 

study area) 

Melt/thinning 

contribution 

(%) 

EF Glaciers Comments 

Sakai et al., 1998 1.8 69 38 Lirung Glacier 

(HMA) 

Melt calculated from energy-balance 

modelling.  

Sakai et al., 2002 2.6 20 7.7 Khumbu Glacier 

(HMA) 

Melt calculated from energy-balance 

modelling.  

Immerzeel et al., 2014 8 24 3 Lirung Glacier 

(HMA) 

Combined contribution of cliffs and 

ponds measured from 0.2 m-

resolution UAV-derived thinning 

patterns 

Juen et al., 2014 1.7 12 7 Koxkar Glacier 

(HMA) 

Melt calculated from energy-balance 

modelling.  
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Reid and Brock, 2014 1.3 7.4 5.7 Miage Glacier 

(European Alps) 

Melt calculated from energy-balance 

modelling.  

Thompson et al., 2016 5 40 8 Ngozumpa Glacier 

(HMA) 

Contribution measured from 

thinning patterns from 1 m-

resolution GeoEye and WorldView 

DEMs 

Buri et al., 2016a 0.09 1.23 13.7 Lirung Glacier 

(HMA) 

Melt calculated from distributed 

modelling of 2 ice cliffs  

Watson et al., 2017 3-8 NA NA 14 glaciers in the 

Khumbu region 

(HMA) 

Extrapolated from ice cliff upper 

edges 

Brun et al., 2018 7-8 23 +/- 0.5 3.1+/-0.6 Changri Nup 

Glacier (HMA) 

Melt contribution measured from 

flow-corrected 0.2 m-resolution 

UAV DEMs 

Steiner et al., 2019 1.2-2.7 NA NA 5 glaciers in the 

Langtang region 

(HMA) 

 

Mölg et al., 2019 <1.8 <5 1.2 - 1.7 Zmutt Glacier 

(European Alps) 

Contribution measured from 

thinning patterns from <5m-

resolution DEMs 

Mishra et al., 2021 3.78 11 3.9 Annapurna III 

Glacier (HMA) 

Melt contribution measured from 

flow-corrected 0.1 m-resolution 

UAV DEMs 

Anderson et al., 2021 11.7 26 2.2 Kennicott Glacier 

(Alaska) 

Average values. Melt extrapolated 

from measurements of cliff 

backwasting rates 

Stefaniak et al., 2021 1.13 NA 4.1-8.4 Miage Glacier 

(European Alps) 

Average values  

Falaschi et al., 2021 0.6-5.5 NA NA San Lorenzo region 

(Patagonia) 

Average values 

Sato et al., 2021 4.7-7.1 NA NA Trakarding Glacier 

(HMA) 
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Buri et al., 2021 NA NA 6+/-3 - 

13+/-4 

5 glaciers in the 

Langtang region 

(HMA) 

Melt calculated from energy-balance 

modelling (using cliff outlines from 

Steiner et al., 2019) 

Loriaux and Ruiz, 2021 0.51-2.7 NA NA Verde Glacier 

(Patagonia) 

 

Miles et al., 2022 
  

2-30 20 on-glacier AWS 

locations around 

the world 

Melt from energy-balance point-

scale modelling 

Racoviteanu et al., 2022 1.0-1.35 NA NA Ponkar Glacier 

(HMA) 

 

 

1.2.2.2. Energy balance 

1.2.2.2.1. Development of ice cliff energy-balance models 

Ice cliffs consist of bare ice emerging among debris-covered ice and directly exposed to incoming 
radiations. In general ice cliffs are relatively steep (> 30°), thus preventing the debris from accumulating 
at their surface. 

The energy balance at the cliff surface can be written as (Buri et al., 2016a; Han et al., 2010; Reid and 
Brock, 2014; Steiner et al., 2015): 

𝑄𝑚 =  𝐼𝑛 + 𝐿𝑛 + 𝐿𝐸 + 𝐻       (Eq. 1.4) 

Where Qm is the energy available for melt, In the contribution from the net shortwave radiation, Ln from 
net longwave, LE and H the latent and sensible heat fluxes, respectively. The heat from precipitation as 
well as the conductive heat flux into the ice are usually considered to be negligible (Reid and Brock, 
2014). 

The calculation of the different terms of this equation has been iteratively refined since its first known 
application to ice cliffs by Sakai et al., (1998). It indeed has strong implications for the melt contribution 
of ice cliffs on debris-covered glaciers but also for the evolution of the cliffs, to the degree that their 
evolution is controlled by the melt patterns at their surface (Watson et al., 2017b). 

Initially, these fluxes were calculated at the point scale for a few cliffs of Lirung Glacier, in Nepal 
(Sakai et al., 1998; 2002). The parametrization used to account for solar radiation on a cliff slope was 
further improved and tested on Koxkar Glacier, China (Han et al., 2010), which confirmed that the main 
energy flux controlling the melt was the net shortwave radiation. A further application of this point-
scale model to ice cliffs on Miage Glacier, Italy, accounted for the heating of the debris relative to the 
air temperature to calculate the longwave radiation emitted by the debris, and included a debris view 
factor to account for nearby debris mounds obscuring the cliff (Reid and Brock, 2014). This study 
benefited from a high resolution DEM (1m) for its calculations which helped model the total melt 
contribution of ice cliffs to the ablation on Miage Glacier. This model was further developed using new 
data from Lirung Glacier and including local shading effect on shortwave radiation, which highlighted 
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the strong spatio-temporal variability in ice cliff melt (Steiner et al., 2015). This most advanced 
formulation of this energy-balance model was then implemented in a distributed way (Buri et al., 2016a) 
and further expanded in a dynamic model accounting for cliff expansion or reburial as well as the 
influence of supraglacial ponds (Buri et al., 2016b). These last two steps strongly benefited from the 
use of multi-temporal UAV data to constrain the 3D evolution of the cliffs (Immerzeel et al., 2014), 
while the previous versions used stake data for validation. All the versions of the model were forced 
using on-glacier Automated Weather Stations (AWS) data with measured on-glacier temperature lapse 
rates to expand the model to cliffs across the whole glacier (Reid and Brock, 2014; Steiner and 
Pellicciotti, 2020). 

 

 

1.2.2.2.2. Current formulation of the ice cliff energy-balance 

This section gives a brief description of the different components of the energy-balance model as 
implemented in the most recent and advanced version, in a distributed way (Buri et al., 2016a). 

The model uses a high resolution DEM (usually <1m) of the cliff and its surroundings (within a 200 m 
window) and a coarser DEM (~30 m) for the far-field (the whole glacier catchment). For each cliff pixel 
the debris and sky horizons (using the coarse DEM for shortwave, and the high-resolution DEM for 
longwave) are calculated with a 1° interval. These are then integrated to calculate the sky view factors 
VsI and VsL for shortwave and longwave, respectively, and the debris view factor Vd. 

The net shortwave radiation is calculated as: 

𝐼𝑛 = (𝐼𝑠 + 𝐷𝑠 + 𝐷𝑡)(1 − 𝛼𝑖)      (Eq. 1.5) 

where 𝐼𝑠 is direct solar radiation, 𝐷𝑠 is diffuse irradiance from the sky and 𝐷𝑡 is incoming radiation 
reflected from the terrain (all fluxes in Wm–2). 𝛼𝑖 (dimensionless) is the albedo of the ice. 𝐼𝑠, 𝐷𝑠 and 
𝐷𝑡 are calculated from the incoming shortwave radiation measured at the AWS 𝐼0 following (Reindl et 
al., 1990). 

The net longwave is expressed as: 

𝐿𝑛 = 𝑉𝑠,𝐿 × 𝐿𝑖𝑛 + 𝑉𝑑 × 𝐿𝑑 + 𝐿𝑜       (Eq. 1.6) 

where 𝐿𝑖𝑛 is the incoming longwave radiation from the atmosphere for a horizontal, unobstructed 
location, 𝐿𝑑 is the longwave radiation emitted by the debris and 𝐿𝑜 is the outgoing longwave radiation 
emitted by the ice surface. 

𝐿𝑖𝑛 can be calculated following the Stefan-Boltzmann relation: 

𝐿𝑖𝑛 = 𝜀𝑎𝜎𝑇𝑎
4         (Eq. 1.7) 

where 𝜎 is the Stefan–Boltzmann constant and 𝜀𝑎 (dimensionless) is the effective emissivity of the sky, 
estimated with the parameterizations of Dilley and O’Brien (1998) for clear sky and Unsworth and 
Monteith (1975) for cloudy conditions. 𝑇𝑎 is the air temperature in Kelvins. 

The longwave radiation emitted by the surrounding debris is calculated as:  

𝐿𝑑 = 𝜀𝑑𝜎𝑇𝑠
4         (Eq. 1.8) 
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where 𝜀𝑑 (dimensionless) is the emissivity and 𝑇𝑠 (K) is the surface temperature of the debris. 

The outgoing longwave radiation is also calculated with the Stefan–Boltzmann relation, using the 
emissivity of ice, 𝜀𝑖, and the ice surface temperature, 𝑇𝑖 (K), assumed to be equal to zero °C:  

𝐿𝑜 = 𝜀𝑖𝜎𝑇𝑖
4         (Eq. 1.9) 

The turbulent sensible (H) and latent heat (LE) are calculated using the bulk aerodynamic model (Han 
et al., 2010). 

The net shortwave represents the most important energy flux, and it is dominated by the diffuse 
shortwave from sky (Fig. 1.8). The net longwave contributes to a lesser extent, and the longwave from 
the debris is also a minor component of the net longwave. The turbulent fluxes usually account for a 
very small portion of the energy-balance, although they have the highest uncertainty due to the difficulty 
of estimating the surface roughness and its variability at the cliffs’ surface (Bonekamp et al., 2020; 
Miles et al., 2017b; Steiner et al., 2015). 

 

Figure 1.8: Comparison of daily energy fluxes over Lirung Cliff 2 south-facing forced with Changri 
Nup 2017 and Lirung 2013 AWS data averaged over 15 days (July 19 to August 2). Figure presented 
at IUGG, 2019. 
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1.2.2.2.3. Influence of supraglacial hydrology on ice cliff melt 

Ice cliffs are often found in the vicinity of supraglacial ponds (Steiner et al., 2019; Watson et al., 2017a), 
which also contribute to the cliff melt and energy-balance. Being directly exposed to incoming 
radiation, ponds also act as melt hotspots, as they accumulate energy during the melt season and 
redistribute it to melt the ice (Sakai et al., 2000). This results in melt of the ice in contact with the water, 
and in the event of a pond drainage, which is frequent (Miles et al., 2017c), will contribute to the internal 
melt of the glacier (Miles et al., 2016). As a result, ponds are often found to be undercutting ice cliffs 
(Benn et al., 2001; Röhl, 2008, 2006), and in the case of very large ice cliffs this can sometimes lead to 
calving (Röhl, 2006, 2008). Additional melt from supraglacial ponds has been implemented in the 
dynamic version of the cliff energy-balance model by prescribing an additional constant melt 
contribution to the pixels in contact with a lake, based on model results from one particular pond (Buri 
et al., 2016b). 

Ice cliffs are also regularly found in the vicinity of supraglacial streams, which shape the glacier surface 
by incising into the debris-covered ice and forming supraglacial valleys (Mölg et al., 2019; 2020). The 
streams tend to undercut the debris-covered slopes, which can destabilise the debris and lead to the 
formation of ice cliffs, which then also receive an additional melt contribution at their base from the 
flowing streams. This process has however never been taken into account in ice cliff melt models. 

 

1.2.2.2.4. Implications of the energy-balance for ice cliff evolution 

Several studies based on remote sensing observations have highlighted the fact that ice cliffs are 
preferentially oriented polewards (Sakai et al., 1998; Thompson et al., 2016; Watson et al., 2017a; 
Steiner et al., 2019). The first implementation of an ice cliff energy-balance model already made Sakai 
et al. raise the idea that this was caused by the gradient in shortwave radiation at the cliffs’ surface, 
which is much higher for the south-facing cliffs than for the north-facing ones in the Northern 
Hemisphere (Sakai et al., 1998). Indeed, the sky view factor increases from the base of the cliff to the 
top, which results in a strong gradient in net shortwave contribution for the south-facing cliffs, and their 
progressive flattening (and therefore reburial). These results were confirmed by artificially rotating two 
ice cliffs to face different aspects and modelling the distributed energy balance at their surface. The 
south-facing cliffs disappeared almost entirely within the course of a season while the north-facing ones 
maintained a self-similar geometry (Buri and Pellicciotti, 2018). 

 

1.2.2.2.5. Implications for ice cliff contribution to melt 

The development of such ice cliff energy-balance models has been a major advance for the 
understanding of the contribution of ice cliffs to the melt of debris-covered glaciers. 

Applying the cliff dynamic model to all the cliffs of a catchment, the Langtang catchment in Central 
Nepal comprising four debris-covered glaciers, it was possible to estimate the cliff enhancement factor 
at the catchment scale (Buri et al., 2021). This enhancement factor varied between 6 +/- 3 and 13 +/- 4 
from glacier to glacier, and overall the ice cliffs contributed to 17 +/- 4% of the melt of these four 
debris-covered glaciers. The application of such a model is however computationally very expensive 
and at the regional scale, ice cliff contribution to glacier melt has only been accounted for in a very 
simplistic way by prescribing a constant enhancement factor in a degree-day model (Kraaijenbrink et 
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al., 2017). Such a model prescribes a linear relationship between melt and the sum of daily average 
temperatures above 0°C (Kraaijenbrink et al., 2017). 

These model developments recently enabled the comparison of melt contributions of ice cliffs, ponds, 
debris-free and debris-covered ice for a large number of sites around the world, thus allowing the 
comparison of glaciers in very different climatic settings (Miles et al., 2022). The rigorous uncertainty 
estimates based on Monte Carlo simulations in this study demonstrated the importance of additional 
measurements to constrain the cliffs geometry, which is just as important for the melt estimation as 
getting the incoming energy fluxes right (Miles et al., 2022). 

 

1.2.2.3. Ice cliff distribution 

Ice cliff contribution to melt scales with the cliff density at the glacier scale. As a result, knowing the 
distribution of ice cliffs on debris-covered glaciers, and therefore their density in various locations at 
the glacier to the regional scale is a key component of understanding the contribution of ice cliffs to 
glacier melt. 

1.2.2.3.1. Ice cliff mapping 

Prior to this thesis, ice cliffs had been mapped only on a handful of glaciers around the world. Most 
studies, especially those focusing on the ice cliff energy balance, had focused on <10 ice cliffs on five 
glaciers in different regions of the world (3 in HMA, 2 in the Alps). Some first larger-scale efforts had 
managed to manually map ice cliffs at the catchment scale (5-13 glaciers) using high resolution (<5m) 
satellite data (Watson et al., 2017a; Steiner et al., 2019) and some first studies had proposed approaches 
to map ice cliffs automatically using slope and spectral characteristics from UAV and satellite data 
(Kraaijenbrink et al., 2016; Herreid and Pellicciotti, 2018). 

The development of a large ice cliff database to study their distribution patterns and their dynamics was 
hindered by the small size and steep slope of these features, requiring very high spatial resolution data, 
and their variable surface characteristics (a mixture of clean ice, thin debris and meltwater), requiring 
very accurate and highly resolved spectral data. Delineating ice cliffs manually based on expert 
knowledge has been the most common approach used, as being the most robust and trustworthy, the 
downside being the large amount of time and efforts it requires, especially if a validation by other 
operators is undertaken (Brun et al., 2018; Racoviteanu et al., 2022; Steiner et al., 2019; Watson et al., 
2017a). Slope-based approaches have been limited by the changing slope characteristics between ice 
cliffs, at least partly due to the interactions between cliffs and debris (Herreid and Pellicciotti, 2018), 
while thermal-based approaches are limited by the coarse resolution of the sensors preventing mapping 
at the large-scale (Herreid, 2021). On the other hand, high spatial resolution multi-spectral data from 
UAV or satellites has been increasingly used to derive cliff outlines in a (semi-)automated way and has 
been the direction taken by many groups to extract ice cliff distribution at the glacier scale (Anderson 
et al., 2021a; Kraaijenbrink et al., 2016b; Mölg et al., 2019).  

 

1.2.2.3.2. Formation mechanisms 

While the death of ice cliffs by slope flattening is fairly well understood and represented in cliff dynamic 
models, there exist only a few hypotheses on how they form in the first place, based on qualitative 
observations from a few glaciers. These formation mechanisms could however be important elements 
to understand the distribution of ice cliffs on glaciers. These mechanisms are expected to be responsible 
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for a more or less rapid local slope steepening, leading to debris instability and evacuation. The main 
hypotheses suggested to date, of unknown importance, would be: 

• the collapse of englacial conduits, leading to steep circular slopes forming around a topographic 
low likely to be filled by a pond (Benn et al., 2012; Immerzeel et al., 2014; Ragettli et al., 
2016a; Reid and Brock, 2014; Sakai and Takeuchi, 2000) 

• differential melt under the debris due to different debris thicknesses on a hummocky debris-
covered glacier (Sharp, 1949) or along medial moraines and glacier margins (Reid and Brock, 
2014), leading to progressive slope steepening (Moore, 2021) 

• crevasse opening, where the upper sides of the crevasses would evolve into cliffs due to 
enhanced melt leading to backwasting (Reid and Brock, 2014) 

• supraglacial ponds or streams undercutting the debris-covered slopes (Röhl, 2006), enhancing 
melt at the margins (Miles et al., 2017a, 2017c, 2016; Röhl, 2008; Sakai and Takeuchi, 2000) 
and in some cases promoting fluvial transport (Moore, 2018), sometimes leading to accelerated 
steepening from calving (Röhl, 2006, 2008; Benn et al., 2012; Immerzeel et al., 2014). All of 
these effects are expected to either steepen the debris-covered slope in contact or destabilize 
the debris on the slope (Moore, 2018). 

 

1.2.2.3.3. Distribution patterns 

Ice cliff density on glaciers varies between 1 and 12% and in addition to this glacier-to-glacier 
variability, there is also a strong spatial variability within each glacier (Fig. 1.9a; Table 1.1; Watson et 
al., 2017b; Steiner et al., 2019). 

The proximity of cliffs to supraglacial ponds has been documented at the local cliff scale as well as at 
the large scale (Brun et al., 2016; Steiner et al., 2019; Watson et al., 2017a, 2017b). Indeed, for the 
Khumbu region of Nepal, 49% of the cliffs had an adjacent pond, while 77% of the ponds had an 
adjacent cliff (Watson et al., 2017b). This has led to the hypothesis that supraglacial ponds promote the 
long-term survival of cliffs (Brun et al., 2016; Watson et al., 2017b), and possibly their formation (Sakai 
and Takeuchi, 2000). A detailed study of Zmutt Glacier in the Swiss Alps found the same preferential 
distribution of ice cliffs in the supraglacial valleys controlled by streams (Mölg et al., 2019), and such 
a feedback between streams and cliffs was also highlighted on Kennicott Glacier in Alaska (Anderson 
et al., 2021b) and Trakarding Glacier in Nepal (Sato et al., 2021). 

The controls of the ice cliff distribution should therefore be related to those of the supraglacial 
hydrology. For example, ponds mainly develop in low gradient, stagnating glacier tongues with a 
relatively thick debris cover (Benn et al., 2012; Miles et al., 2017c; Racoviteanu et al., 2021; Reynolds, 
2000; Watson et al., 2016). Stream distribution on the other hand is less well constrained. Streams need 
input meltwater flowing into a catchment (Benn et al., 2017) and their rate of incision needs to be higher 
than that of the debris-covered ice but not too high, as in this case they would disappear englacially via 
cut-and-closure mechanisms (Gulley et al., 2009). Both streams and ponds are unlikely to be found very 
high up glacier, where stronger flow dynamics mean that crevasses are more frequent and prone to 
deviate meltwater subglacially or englacially (Benn et al., 2017). As a result, conceptually, crevasses 
would be found in the upper reaches of the debris-covered area of a glacier, with streams developing in 
the steeper mid-elevation tongue and ponds in the lower, thickly debris-covered, stagnating tongue 
(Miles et al., 2020, Fig. 1.9a). This repartition of the supraglacial hydrology is also expected to constrain 
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the ice cliff distribution and characteristics, depending on whether they are controlled by crevasse 
opening, ponds or streams (Reid and Brock, 2014; Watson et al., 2017a). 

 

Figure 1.9: Conceptual depictions of (a) ice cliff distribution on a glacier (Watson et al., 2017a) and 
of (b) the hydrology of a debris-covered glacier (Miles et al., 2020). 

Based on these various observations, it seems that there should be a link between the development of 
ice cliffs and the glacier dynamics and state of evolution (Benn et al., 2012; Watson et al., 2017a; Mölg 
et al., 2019; Fig. 1.9b). Several studies of ice cliff distribution have highlighted a correlation between 
ice cliff density and compressive strain rate (Anderson et al., 2021b; Benn et al., 2012; Kraaijenbrink 
et al., 2016b). Beyond the implications on the supraglacial hydrology, the hypothesis retained in this 
case was that the compression would lead to non-uniform debris thickness patterns, enhancing 
differential melt and allowing debris to slide off steep slopes (Anderson et al., 2021b). Slightly 
contradictory with this hypothesis, authors have also formulated the development of ice cliffs to be 
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conditioned by driving stress, with the assumption that a debris-covered glacier needs to be relatively 
stagnant to develop enough of these features to have an effect on glacier melt (Ferguson and Vieli, 
2021). The threshold values used were however quite arbitrarily defined from one particular glacier and 
were in disagreement with other large-scale observations (Watson et al., 2017a; Anderson et al., 2021b). 
These conflicting theories call for a better understanding of the controls of ice cliff distribution 
(Ferguson and Vieli, 2021). 

 

1.2.2.4. Ice cliff evolution 

1.2.2.4.1. General large-scale patterns 

Contrary to supraglacial ponds, which strongly vary seasonally due to meltwater accumulation at the 
surface at the start of the melt season and subsequent drainage as the englacial conduits get reactivated 
(Miles et al., 2017c; Narama et al., 2017; Steiner et al., 2019; Watson et al., 2017a), the seasonal 
variability in ice cliff area is less obvious. It has been hypothesised based on limited observations that 
ice cliffs should be more dynamically active during the melt season and that combined with additional 
water enabling debris mobilisation, this should lead to a seasonal increase in ice cliff size (Steiner et 
al., 2019).  

While these seasonal variations lack validation, ice cliffs have been observed to be very dynamic at the 
interannual scale (Watson et al., 2017a; Steiner et al., 2019), with the cliff density varying between 
1.4+/-0.4 % and 3.4+/-0.9 % in the Langtang catchment (Steiner et al., 2019). The controls of this 
temporal variability remain however unclear, and this represents a relatively large uncertainty for melt 
modelling. 

 

1.2.2.4.2. Ice cliff interactions with hydrology 

Ice cliffs combined with streams have been shown to have a considerable impact on the topography of 
debris-covered glaciers. Two decades of observations on Zmutt Glacier in the Alps have shown that 
small streams initiating between medial moraines in low-relief zones quickly developed small ice cliffs 
which, due to their high backwasting rates, enabled to widen and deepen these so-called ‘cryo-valleys’. 
Stream meandering and formation of further ice cliffs resulted in the formation of high relief zones and 
in the reworking of the glacier topography and debris distribution (Mölg et al., 2020). Ultimately, the 
surface became hummocky enough that the streams could not efficiently drain across the surface, an 
environment which could favour the formation of supraglacial ponds (Fyffe et al., 2019). 

Examples from Langtang Glacier have also shown that supraglacial ponds and ice cliff complexes may 
evolve together over the years if the pond is able to maintain contact with the cliff (Steiner et al., 2019). 
When they first form, these ice cliffs often present a circular shape, highlighting that the formation 
mechanism may play a role in the cliffs’ characteristics and their evolution. 

 

1.2.2.4.3. Influence of debris 

At the glacier scale debris can be considered to be passively transported on top of the flowing ice 
(Anderson and Anderson, 2016; Anderson et al., 2018). However, debris also moves relative to the ice, 
as soon as the local slope gets steeper than a few degrees (Fyffe et al., 2020). In such configuration, 
debris moves downslope or in the sunward direction when the slope is very low. Indeed, differential 
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melt leads to an ice pedestal forming under the individual debris, which will ultimately fall, resulting in 
a horizontal displacement independent of glacier motion. This debris ‘topple-walk’ has been described 
to explain the development and widening of medial moraines (Anderson, 2000), the evolution of ‘cryo-
valleys’ on Zmutt Glacier (Mölg et al., 2020), differential melt on a hummocky surface (Moore, 2021), 
but also the formation of ice sails (Fowler and Mayer, 2017). Other mechanisms leading to debris 
displacement are related to water seepage within the debris, but also simply gravitational redistribution 
when the slope becomes steep enough that the debris is destabilised, and the ‘topple-walk’ description 
becomes irrelevant (Moore, 2018, 2021). 

A recent framework has been developed to assess the stability of supraglacial debris on glaciers, which 
depends not only on the ice slope but also on the slope configuration and the water content in the debris 
(Moore 2018). This framework has been shown to identify reasonably well the zones where debris is 
unstable (Moore et al., 2019; Westoby et al., 2020). It fails however to represent debris transport and 
the rates at which it occurs. In such situations, parametrizations of gravitational mass transport provide 
interesting pathways to explore debris redistribution (Van Woerkom et al., 2019). 

Debris motion on glaciers is likely important for the evolution of ice cliffs. Differential melt under 
debris can lead to high relief zones (Bartlett et al., 2020; Moore, 2021) with steep slopes. Combined 
with the influence of streams or ponds, these slopes are likely to enable ice cliff formation. Similarly, 
the redistribution of debris from the top to the bottom of the cliff may result in differential debris 
thicknesses that could influence the local energy-balance. The most recent version of the ice cliff 
dynamic model considers sub-debris melt to be constant and does not represent debris transport, except 
by removing debris on slopes steeper than a given threshold. This limits the applicability of the cliff 
dynamic model to represent the cliff evolution for periods longer than one melt season (Buri et al., 
2016b). 

 

1.3. Research gaps 

Three major research gaps emerge to understand the melt contribution of ice cliffs to glaciers: 

1. The interactions between ice cliffs, supraglacial hydrology and debris need to be described in 
more detail to understand the influence of the cliffs’ energy-balance and on their evolution for 
periods longer than a few months. Some of the main limitations here come from the lack of 
high spatio-temporal observations of ice cliffs and their surroundings. 

2. There is a data paucity on ice cliff distribution and evolution from the glacier to the regional 
scale. The few studies that have looked into ice cliff distribution patterns have been hindered 
by low data quality, images irregularly spaced in time, and above all, mapping difficulties. 
Moving forward requires robust techniques to automatically derive cliff outlines from remote 
sensing products and the development of consistent ice cliff databases. 

3. Despite a number of hypotheses and observations, it is still unclear what controls ice cliff 
formation and distribution at the surface of debris-covered glaciers. The respective roles of 
climate, ice dynamics and debris-cover stage and the feedbacks from ice cliff formation and 
melt are still unclear and prevent the understanding of the long-term glacier evolution. 
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1.4. Research questions 

Based on the research gaps described above, I formulated the following research questions, which I 
answer in the four following chapters (Fig. 1.10). This is a cumulative thesis, and the different sections 
build on each other. The local field observations and understanding of the cliff energy-balance are 
necessary steps to understand the large-scale cliff distribution and evolution, while the newly-developed 
methods used to semi-automatically delineate cliffs in satellite images are used to answer each other 
research question. 

 

(RQ 1) What processes control the seasonal evolution and melt of ice cliffs at the local scale? 

 

All previous studies have been based on measurements of cliff geometry before and after the melt 
season. Therefore, little is known about the local scale processes controlling the short-term evolution 
of the cliffs and how these influence their sub-seasonal melt patterns.  

To address this question, I needed very high spatio-temporal observations of ice cliff evolution 
throughout the monsoon season. One of the challenges was the extensive cloud cover and difficult 
weather conditions, which prevented satellite observations or extensive fieldwork. I therefore used 
arrays of custom-built time-lapse cameras to reconstruct the 3D topography of two glaciers in Nepal 
and Eastern Tibet (including 4 ice cliffs) at weekly time-steps. The glacier motion was accounted for 
using a mass conservation scheme (e.g. Miles et al., 2018), which meant that I could derive intra-
seasonal melt rates at the surface of the cliffs, in addition to tracking their changes in shape, size, slope 
and aspect. I compared these results with a cliff energy-balance model (Buri et al., 2016a) to characterise 
the importance of changing albedo and debris accumulation, as well as the role of supraglacial ponds 
and streams on the cliffs. 

This research question is addressed in Chapter 2. 

 

(RQ 2) Can high-resolution multi-spectral satellite images be used for the automated mapping of 
ice cliffs on debris-covered glaciers? 

 

Previous large-scale remote sensing studies of ice cliff distribution are based on manual delineation of 
these features, which implies major time constraints and limitations in terms of objectivity, 
reproducibility and transferability. There is a need for automated, transferable and objective mapping 
approaches to better understand the distribution and evolution of ice cliffs on glaciers. 

This question was addressed by testing two new methods to extract ice cliffs from two different satellite 
multi-spectral images, the Pléiades (2m resolution, 4 spectral bands) and Sentinel-2 (10m resolution, 
10 spectral bands) satellites. The first method uses a band-ratio type of approach, while the second 
method was derived from Linear Spectral Unmixing. I tested the methods for three different glaciers in 
HMA and compared them with other existing approaches. The performance of each method was 
assessed against manually outlined ice cliffs by calculating the Dice coefficient of the outlines derived 
automatically (Dice, 1945). 

This research question is addressed in Chapter 3. 
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(RQ 3) How variable are ice cliffs on an interannual scale and what controls this evolution? 

 

The total melt of ice cliffs on a glacier is given by integrating their net ablation across the entire cliff 
area. Previous studies have assumed this area to be constant in time but remote sensing observations 
have hinted that it could vary from year to year and even seasonally. There is therefore a need to 
better quantify the long-term evolution of ice cliffs and understand its controls. 

To answer this question, I mapped ice cliffs across four different debris-covered glaciers at yearly 
intervals and over a period of 10 years. The mapping was done manually and used RapidEye satellite 
images (5m resolution). Each individual cliff was tracked automatically and its evolution from year to 
year characterised in terms of area change, splitting or merging. The cliffs’ birth and death events could 
therefore be automatically identified and characterised. I then developed a stochastic birth-death model 
applied to the whole cliff population of each glacier to determine the variability range in terms of cliff 
area and number. In the last step I added external controls (climate, glacier dynamics, ponding) to 
explain some of the observed variability. 

This research question is addressed in Chapter 4. 

 

(RQ4) What controls the distribution of ice cliffs at the surface of a glacier and how is this related 
to ice cliff formation mechanisms? 

 

There has been some observations across a few sets of glaciers or single glaciers that have highlighted 
the variability in cliff distribution and density from glacier to glacier. However, as they all focused on 
glaciers in a similar evolution stage, they have not been able to propose unifying controls and 
mechanisms explaining this diversity. This is a key missing link to be able to represent and model the 
distribution and density of ice cliffs at the surface of glaciers.    

This question was addressed by deriving 37537 ice cliffs and their characteristics (slope, aspect, size) 
on 86 glaciers of HMA using high-resolution (2m) Pléiades satellite DEMs and multi-spectral images. 
The seasonality of supraglacial ponds was accounted for by automatically deriving pond extents across 
all Sentinel-2 scenes acquired during the preceding monsoon season. These observations were 
complemented by large-scale products of glacier surface velocity, debris and ice thickness, as well as a 
detailed analysis of 202 ice cliff formation events derived from multi-temporal UAV datasets. This 
unprecedented dataset enabled linking the mechanisms underlying ice cliff formation and distribution.  

This research question is addressed in Chapter 5. 
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Figure 1.10: Research questions with the different approaches used to address them. RQ1 (Chapter 
2) looks at the local processes influencing the local characteristics and melt patterns of ice cliffs. RQ2 
(Chapter 3) aims to develop an automated method for the mapping of ice cliffs, to address RQ3 and 
RQ4. RQ3 (Chapter 4) focuses on the interannual variability of ice cliffs at the glacier scale. RQ4 
(Chapter 5) deals with the controls of ice cliff distribution at the large scale. All these research 
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questions aim to improve the evaluation of the total contribution of ice cliffs to glacier mass balance 
(ΔVC) from their net ablation (�̇�𝐶) and distribution (𝐴𝐶).  
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Key points 

• Weekly high-resolution DEMs (0.2m) of four ice cliffs on 24K and Langtang Glaciers from 
time-lapse photogrammetry enable quantifying the spatio-temporal variability in ice cliff melt 

• Ice cliff albedo, and therefore melt, is influenced by the presence of dust and single-clast debris 
on the cliff surface, regularly washed away by liquid precipitation 

• Patchy debris accumulating on cliff surfaces has a melt reducing effect 
• Streams, ponds and undercuts at the base of the cliffs promote debris evacuation and therefore 

lateral cliff expansion 
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2.1. Abstract 
Melt from supraglacial ice cliffs is an important contributor to the mass loss of debris-covered glaciers. 
However, ice cliff contribution is difficult to quantify as they are highly dynamic features, and the 
paucity of observations of melt rates and their variability leads to large modeling uncertainties. We 
quantify monsoon season melt and 3D evolution of four ice cliffs over two debris-covered glaciers in 
High Mountain Asia (Langtang Glacier, Nepal, and 24K Glacier, China) at very high resolution using 
terrestrial photogrammetry applied to imagery captured from time-lapse cameras installed on lateral 
moraines. We derive weekly flow-corrected DEMs of the glacier surface with a maximum vertical bias 
of +/- 0.2 m for Langtang Glacier and +/- 0.05 m for 24K Glacier and use change detection to determine 
distributed melt rates at the surfaces of the ice cliffs throughout the study period. We compare the 
measured melt patterns with those derived from a 3D energy balance model to derive the contribution 
of the main energy fluxes. We find that ice cliff melt varies considerably throughout the melt season, 
with maximum melt rates of 5 to 8 cm.day-1, and their average melt rates are 11-14 (Langtang) and 4.5 
(24K) times higher than the surrounding debris-covered ice. Our results highlight the influence of 
redistributed supraglacial debris on cliff melt. At both sites, ice cliff albedo is influenced by the presence 
of thin debris at the ice cliff surface, which is largely controlled on 24K Glacier by liquid precipitation 
events that wash away this debris. Slightly thicker or patchy debris reduces melt by 1-3 cm.day-1 at all 
sites. Ultimately, our observations show a strong spatio-temporal variability in cliff area at each site, 
which is controlled by supraglacial streams and ponds and englacial cavities that promote debris slope 
destabilization and the lateral expansion of the cliffs. These findings highlight the need to better 
represent processes of debris redistribution in ice cliff models, to in turn improve estimates of ice cliff 
contribution to glacier melt and the long-term geomorphological evolution of debris-covered glacier 
surfaces. 

 

2.2. Introduction 

Ice cliffs are one of the main contributors to the mass loss of debris-covered glaciers and are likely to 
contribute to the ‘debris-cover anomaly’, which describes the tendency of debris-covered glaciers to 
display similar ablation rates to clean ice glaciers at the same elevation despite the insulating effect of 
debris (Gardelle et al., 2013; Pellicciotti et al., 2015; Buri et al., 2021). Similar to supraglacial ponds, 
the surfaces of ice cliffs are directly exposed to energy fluxes from the atmosphere, these cliffs therefore 
act as 'melt hotspots' relative to the surrounding debris-covered ice (Steiner et al., 2015; Buri et al., 
2016a; Miles et al., 2016). Indeed, beyond a few centimeters of debris, melt rates reduce exponentially 
with increasing debris cover thickness (Ostrem, 1959; Nicholson and Benn, 2006; Reid and Brock, 
2010). A series of studies based on high-resolution remote sensing data acquired from unoccupied aerial 
vehicles (UAVs) and satellite sensors have shown that ice cliffs enhance melt relative to their 
surrounding debris-covered area by a factor of 1.2 to 14 (Immerzeel et al., 2014; Juen et al., 2014; Mölg 
et al., 2019; Thompson et al., 2016; Brun et al., 2018; Mishra et al., 2021; Reid and Brock, 2014) and 
ponds by a factor of 4 to 8 (Stefaniak et al., 2021; Salerno et al., 2017). Similarly, modeling studies 
using energy balance models at the scale of an entire glacier or catchment have estimated the melt 
enhancement factors to be between 6 and 13 for ice cliffs (Buri et al., 2021) and between 9 and 17 for 
ponds (Miles et al., 2018) for specific locations. Both remote sensing and modeling based approaches 
to quantify ice cliff melt have limitations. Remote sensing approaches typically focus on deriving melt 
estimates from ‘hot spots’ of high thinning identified in maps of elevation change, and which need to 
be corrected to account for glacier flow (Brun et al., 2018; Miles et al., 2021, 2018b; Mishra et al., 2021; 
Vincent et al., 2016). However, attributing the melt to the cliffs is non-trivial as they are particularly 
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difficult to map from remote sensing data, either manually, or using automated methods (Herreid and 
Pellicciotti, 2018; Kneib et al., 2020). Once the cliff outlines at the start and the end of a focus period 
are known, there are various ways of extrapolating the melt between the two digital elevation models 
(DEMs) that may lead to varying results (Brun et al., 2016; Mishra et al., 2021), while the cliff outlines 
may have varied considerably within a few months (Watson et al., 2017b). Wet and cloudy conditions 
during the monsoon season, when ice cliffs are the most active, present additional challenges for 
acquiring time series observations of Himalayan debris-covered glaciers using satellite sensors. 

The modeling of the cliff energy balance is another way to tackle the problem of the cliff contribution 
to glacier melt. It has evolved in the past two decades from the point scale (Han et al., 2010; Reid and 
Brock, 2014; Sakai et al., 2002; Steiner et al., 2015) to a distributed representation of the energy balance 
at the cliff surface (Buri et al., 2016a). Accounting for the cliff energy balance to dynamically update 
the cliff geometry (Buri et al., 2016a) has led to a better understanding of the controls of ice cliff 
evolution, including aspect (Buri and Pellicciotti, 2018), and to the estimation of ice cliff melt 
contribution at the catchment scale (Buri et al., 2021). This complex modeling framework is, however, 
still limited in the representation of the interaction of ice cliffs with their surroundings. For example, 
the model presented by Buri et al. (2016b) accounts for debris redistribution by removing debris on 
slopes solely based on a fixed slope threshold, and, for ice cliffs which are attached to a pond, uses a 
fixed value of pond melt at the cliff base. Moreover, the model parameters have only been evaluated 
using a small sample of cliffs, where data has been collected over short time-scales using ablation 
stakes, by measuring the backwasting rate of the cliff edge (Buri et al., 2016a; Han et al., 2010; Reid 
and Brock, 2014; Sakai et al., 1998, 2002; Steiner et al., 2015), and, more recently, using measured 
volume changes (Buri et al., 2016a). Ultimately, fully distributed energy balance models require 
knowledge of meteorological and surface variables over the cliffs surface and the surrounding debris 
slopes, such as albedo, which are difficult to determine, and which vary much in time and space. 

These limitations highlight the need for detailed and quantitative observations of cliff melt and 
evolution during the melt season. This is particularly challenging as ice cliffs are dynamic features 
which can grow, shrink, appear or disappear within the course of a single season (Sato et al., 2021; 
Kneib et al., 2021), which results in the ice cliff area regularly changing by up to 20% from year to year 
(Kneib et al., 2021; Watson et al., 2017a; Steiner et al., 2019; Falaschi et al., 2021; Sato et al., 2021; 
Anderson et al., 2021). This high variability can be explained by the strong influence of local processes 
such as pond undercutting, filling and drainage (Kraaijenbrink et al., 2016; Watson et al., 2017b), stream 
undercutting (Mölg et al., 2020) and debris redistribution (Moore, 2018; Westoby et al., 2020). To 
improve process understanding and, in turn, inform the refinement of numerical models, observations 
of ice cliff evolution therefore need to: 1) be captured during the melt season, when ice cliff activity is 
at its highest; 2) be of high spatiotemporal resolution and, in turn, 3) be suitable for quantifying surface 
changes both across ice cliffs, and on adjacent local topography and features, including debris-covered 
ice, and supraglacial streams and ponds. 

In the past decade, advances in modern ‘structure-from-motion’ (SfM) photogrammetry have enabled 
the reconstruction of 3D topography from images acquired from multiple, converging viewing angles 
(Westoby et al., 2012). A primary use of SfM-based approaches has been to map glacier surfaces from 
UAV, enabling the detailed study of debris-covered glaciers and their supraglacial features (Brun et al., 
2018; Immerzeel et al., 2014; Kraaijenbrink et al., 2016b; Mishra et al., 2021; Westoby et al., 2020). 
Topographic reconstruction can also be achieved through terrestrial photogrammetric survey, which 
can enable the accurate mapping of steep and overhanging features which are common at ice cliff 
locations (Brun et al., 2016; King et al., 2020; Watson et al., 2017b), and can be occluded in imagery 
acquired from nadir-oriented aerial surveys. The combination of high-frequency time-lapse image 
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capture and photogrammetric processing is therefore highly promising for generating quantitative 
observations of the dynamics of fast-changing cryospheric landscapes. While still limited by the amount 
of processing required and the logistical aspects of deploying arrays of time-lapse cameras, time-lapse 
photogrammetry has been used successfully to precisely monitor thaw slump activity (Armstrong et al., 
2018), lava flows (James and Robson, 2014a), snow melt (Filhol et al., 2019) and calving dynamics 
(Mallalieu et al., 2017).  

Here we apply time-lapse SfM photogrammetry to study the subseasonal melt of four ice cliffs on two 
different glaciers of the Himalayan range, at weekly intervals during a full melt season. We aim to 
quantify ice cliff subseasonal melt and identify the local processes controlling its variability. To 
this end, we derive weekly flow-corrected DEMs of the ice cliffs and calculate spatially distributed melt 
over the study period. We compare these results with estimates of melt generated by a 3D energy 
balance model to isolate the main energy fluxes and identify the local processes that cause modeled 
melt to deviate from our measurements.  

 

2.3. Data 
2.3.1.  Study sites 

We installed time-lapse camera arrays on two Himalayan debris-covered glaciers with distinct 
glaciological and climatic characteristics (Fig. 1). Langtang Glacier is located in Central Nepal 
(85.72°E, 28.27°N) and has a 15 km-long debris-covered tongue, with an estimated density of 
supraglacial ice cliffs (ponds) ranging between 2.1% and 4.7% (0.9% and 2.5%) of the debris-covered 
area (Kneib et al., 2020, 2021; Steiner et al., 2019; Miles et al., 2017b). The debris thickness increases 
down-glacier and exceeds 2 m in the lower portion of the glacier (McCarthy et al., 2021), where our 
survey domain was located (Fig. 1c). 24K Glacier (hereafter ‘24K’) is located in Eastern Tibet (95.72°E, 
29.76°N), is also extensively debris-covered but is much smaller than Langtang Glacier; it has a 2 km-
long debris-covered tongue, and debris cover is thinner (at most 0.5 m in the lower portion of the glacier) 
(Fig. 1d). The debris-covered area of 24K is much steeper (9.8°) than for Langtang (3.4°), which may 
partly explain the scarcity of ponds at its surface, and the presence of a number of supraglacial streams 
in its central area which have led to the development of so-called ‘cryo-valleys’ bounded by ice cliffs, 
and similar to those described on Zmutt Glacier in Switzerland (Mölg et al., 2020). 

We installed an array of eight time-lapse cameras on the lateral moraine of Langtang Glacier, 
overlooking a small domain of the lower portion of the debris-covered tongue and comprising a number 
of North-East to North-West facing ice cliffs, three of which are connected to a pond (Fig. 2.1a). An 
additional array of four time-lapse cameras was installed on 24K, overlooking a large stream-influenced 
North-facing cliff (Fig. 2.1b). 
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Figure 2.1: Survey domains of Langtang (a) and 24K (b) Glaciers. Background is the UAV orthoimage 
from 02/11/2019 (Langtang) and 11/10/2019 (24K), with the outlines of cliffs (pink), ponds and streams 
(blue). (c-d) Glacier (black) and debris-cover (orange) outlines of Langtang and 24K with the location 
of the areas of interest (AOIs)(red), automatic weather stations (AWSs) and ground penetrating radar 
(GPR) measurements (blue). Background shows the distributed debris thickness from McCarthy et al. 
(2021). (e) Location of the two sites in the Himalaya. 

 

2.3.2. Time-lapse camera arrays 

The time-lapse cameras were mounted directly on stable boulders along lateral moraine crests of the 
two glaciers (Fig. 2.1a, b). The custom time-lapse rigs consisted of a Canon EOS 2000D camera (24.1 
MP) with an 18-25 mm lens. The cameras took photographs at a consistent 2-hour interval for the whole 
duration of the melt season, triggered by an intervalometer. The cameras were powered by a 5W solar 
panel, a 12V 7Ah lead-acid battery and an ECO-N-T solar charge controller (Fig. 2.2a). These elements 
were assembled in a weather-proof box (Bixibox) which was mounted on a 1.5 m-long aluminum mast 
bolted vertically to the rock (Fig. 2.2b, c). All camera stations ran without data gaps from 12/05/2019 
to 01/11/2019 (6 months) for Langtang, and from 08/06/2019 to 12/10/2019 (4.1 months) for 24K.The 
focal length of all cameras was manually set to 18 mm to ensure the widest viewing angle. The xyz 
position of each time-lapse camera was measured using a differential GPS (dGPS), and the three 
viewing angles were measured at the beginning and at the end of the time-lapse period. 
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Figure 2.2: (a) Different elements of the time-lapse camera setup inside the Bixibox. (b) Mounting of a 
time-lapse camera on the moraine of Langtang Glacier. (c) Time-lapse camera overlooking the ice 
cliffs of the 24K study domain. 

 

2.3.3. UAV flights and remote sensing imagery 

We carried out a UAV survey of the study domain at the start and the end of the monitoring period on 
24K. On Langtang, a flight was only possible at the end of the study period (Table 2.1). The initial and 
final conditions for Langtang were instead constrained with two Pléiades stereo images taken within a 
month of the start and the end of the time-lapse recording period (Table 2.1). 

The UAV images were taken nadir-oriented at a fixed elevation of 70 to 120 m above the glacier surface 
with a lateral overlap of 70% and a forward overlap of ≥80%. Additional oblique images of the survey 
domain, which have been proven to mitigate against the introduction of systematic model deformation 
(James and Robson, 2014b), were taken manually, depending upon UAV battery limits.  

Between 15 and 18 ground control points (GCPs) were laid out across the survey domain around the 
main features of interest (ice cliffs, ponds and streams), with a good distribution between topographic 
lows and highs (Fig. 2.4), and consistent coverage at margins of the study area. GCPs were visible in 
photographs captured by the time-lapse cameras, and from the UAV. The xyz positions of the GCPs 
were measured with a single-band dGPS system (10 cm accuracy) within 48 hours of the UAV flights. 

Table 2.1: Pre- and post-monsoon remote sensing observations from UAV and satellite surveys. 

Platform Model Site Date Orthoimage & DEM 
Resolution (m) 

UAV 
quadcopter 

Mavic 2 Enterprise 24K 10/06/2019 0.12 
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UAV fixed-
wing 

eBee PLUS 24K 11/10/2019 0.12 

UAV 
quadcopter 

Mavic 2 Enterprise Langtang 02/11/2019 0.2 

Satellite stereo Pléiades 1A Langtang 14/06/2019 2 

Satellite stereo Pléiades 1A Langtang 22/10/2019 2 

 

2.3.4. GPR measurements 

We conducted ice thickness measurements using a Kentech ground penetrating radar (GPR) monopulse 
generator with 20 m dipole antennas (~2.5 MHz) along four transects on 24K Glacier in October 2019 
(Fig. 2.1b). For Langtang, we used the measurements from Pritchard et al. (2020) conducted in the 
vicinity of the survey domain (Fig. 2.1a). These measured ice thicknesses were used to bias-correct the 
consensus ice thicknesses from Farinotti et al. (2019) using a linear regression of the ice thickness for 
Langtang and of the bed altitude for 24K to obtain a distributed estimate of ice thickness for each survey 
area. These corrections led to the reduction of the mean bias from 15.8 to 0.1 m and from 94.1 to 1.7 m 
for Langtang and 24K, respectively. 

 

2.3.5. Field observations of supraglacial ponds 

Two of the cliffs in the Langtang survey domain had a pond at their base in May 2019, at the start of 
the recording period. We monitored the two pond water level changes using HOBO pressure transducers 
and recorded the water surface temperature using a HOBO thermistor attached to a float. The pond at 
the base of one cliff drained almost entirely during the study period and it was not possible to retrieve 
its pressure transducer, which got buried by a thick layer of debris. The thermistor was, however, still 
accessible and its temperature record combined with the observations from the time-lapse cameras 
clearly shows the timing of the drainage. 

 

2.3.6. Meteorological observations 

Each glacier was equipped with an on-glacier automatic weather station (AWS), which was installed in 
the vicinity of the survey domain (<100 m of elevation difference) and recorded, among other variables, 
air temperature, relative humidity, incoming and outgoing longwave and shortwave radiation and wind 
speed at 5 minute intervals over the study period (Fugger et al., 2022). Precipitation measurements were 
acquired using a HOBO tipping bucket at the AWS site for 24K and on the lateral moraine, ~500 m 
away from the AWS, for Langtang (Steiner et al., 2021). The air temperature measured at the AWS 
location was lapsed considering the mean above-debris lapse rates (-0.0088°C m-1) following Shaw et 
al. (2016). All other variables were left unadjusted for input to the energy balance model (Section 2.6.7). 
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2.4. Methods 
2.4.1. Processing of UAV and Pléiades images 

The Langtang Pléiades satellite images were stereo-processed to generate 2 m-resolution DEMs and 0.5 
m-resolution orthoimages from the panchromatic band using Rational Polynomial Coefficients (RPCs) 
within the NASA AMES Stereo Pipeline (Beyer et al., 2018; Kneib et al., 2020; Shean et al., 2016). 

The Langtang and 24K UAV images were imported to Agisoft Metashape Professional (v1.7.2). Initial 
bundle adjustment was performed using only the UAV GPS geotags. We then incorporated the xyz 
positions of the GCPs to refine this adjustment and improve camera location and pose estimation, and 
the location of image tie points (Westoby et al., 2020). We then generated dense point clouds, which 
were used to produce DEMs and orthoimages (0.2 m resolution for the Langtang survey, 0.12 m for the 
24K survey). 

Co-registration of the Langtang Pléiades DEMs was performed over off-glacier stable terrain with 
slopes between 10 and 45°, following the approach detailed in Nuth and Kääb, (2011). For the 24K 
UAV flights, we used the fixed position of the time-lapse cameras, which we measured during each 
dGPS survey, to correct for vertical and horizontal shifts in the position of the on-glacier GCPs. After 
the initial co-registration of the UAV DEMs, there remained some non-linear distortions (tilts) that were 
removed using additional natural off-glacier control points (boulders) on both sides of the glacier from 
the June flight to rerun the bundle adjustment of the October flight, which improved the co-registration. 

For both sites we estimated the vertical uncertainty as the standard deviation of the DEM difference 
over off-glacier stable terrain (Mishra et al., 2021), 0.53 m for Langtang and 0.50 m for 24K.  

 

2.4.2. DEM processing with time-lapse photogrammetry 

The overall workflow for generating DEMs from the time-lapse images broadly follows that described 
by Mallalieu et al. (2017) (Fig. 2.3). The time-lapse lasted from 12/05/2019 to 01/11/2019 (173 days) 
for Langtang, and from 08/06/2019 to 12/10/2019 (126 days) for 24K, resulting in ~2100 images per 
camera for Langtang and ~1550 images per camera for 24K, at 24.1 MP resolution. 

In the first step (step 1, Fig. 2.3) we manually removed all the images taken during night time, with 
water or snow in front of the lens, or with poor visibility due to clouds or precipitation. We then grouped 
the images from the different cameras taken at each site within 2.5-hour periods to account for offsets 
in the image acquisition time of the different cameras. If one or more images were missing, we ignored 
all the images in that set. After this pre-selection, there remained 781 image sets for Langtang and 357 
for 24K. 
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Figure 2.3: Processing workflow of the time-lapse images, indicating the initial data (dark blue), 
processing steps (orange), intermediate and final outputs (light blue). 

We used the image sets of 01/11/2019 14:00 for Langtang and 08/06/2019 14:00 for 24K as 
‘reference’ sets, as they were taken within a few hours of the GCP surveys conducted in the survey 
domain (Fig. 4). In step 2, the reference image sets were imported to Agisoft Metashape Professional 
(v1.7.2) and we used the dGPS-measured position and viewing angles of the cameras in the initial 
bundle adjustment and then used the GCP coordinates for subsequent optimization of the lens 
parameters prior to generation of the dense point cloud (Fig. 3). These reference sets were used to 
define ‘pseudo’ GCPs (PGCPs), which, combined with their camera parameters, were used to process 
the weekly images sets (step 3; Section S1; Fig. 3, 4).  

We established the relative accuracy of the output DEMs by computing the mean and standard 
deviation values of elevation change relative to the reference DEM calculated over background stable 
terrain (Fig. 4, orange outline). The mean elevation change over this area of the background moraine 
was generally <0.2 m for Langtang and <0.05 m for 24K. Higher values were obtained when the 
illumination conditions in a given image set differed substantially from the reference image set, or 
when some of the images were slightly blurred from rain or mist. In these instances, we used other, 
higher quality image sets taken within a few days from the target date. 

Ultimately, we produced 25 time-lapse DEMs and orthoimages for Langtang (0.20 m resolution) and 
19 DEMs and orthoimages for 24K (0.24 m resolution), covering the full study period at an 
approximately weekly interval (Table 2.S3). 

We used the orthoimages to manually delineate the ice cliff outlines at each weekly time-step, which 
we considered to be the exposed ice sections free of debris. This was sometimes difficult in the case of 
patchy debris, which was included in the cliff outlines when the underlying ice was still visible. Oblique 
viewing angles combined with a complex glacier surface led to gaps in the orthoimages and DEMs 
caused by topographic shadowing. Despite this limitation, we still resolved the larger portion of three 
cliffs on Langtang and of the 24K cliff (Fig. 2.4a, b). 
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Figure 2.4: Survey areas with Pseudo GCPs (red), on-glacier GCPs used for the reference image sets 
(yellow), stream, ponds and cliff outlines, from the perspective of the orthoimages (a-b) and the 
reference time-lapse images (c-d), on Langtang (a & c) and 24K (b & d). 

 

2.4.3. Glacier flow corrections 

In a fourth step (step 4, Fig. 2.3), all the DEMs except a reference DEM for each glacier were corrected 
to account for glacier flow (horizontal surface velocity and emergence) following the approach 
described by Mishra et al. (2021), using estimates of distributed surface velocity and ice thickness to 
calculate the ice flux through a flux gate, and, in turn, an implied ice emergence velocity. We calculated 
distributed surface velocity fields over the lower portion of the glaciers, including the survey domains, 
by applying a normalized cross-correlation approach to the Pléiades (for Langtang) and UAV (for 24K) 
DEM hillshades using ImGRAFT (Messerli and Grinsted, 2015). We filtered these velocity fields by 
removing values with a low signal-to-noise ratio (<2), low correlation score (<0.5) or unrealistically 
high values (>3 m for Langtang, >8 m for 24K over the study period) and interpolated the remaining 
results with a cubic spline interpolation (Mishra et al., 2021). 
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We used these velocity fields to correct the x-y displacements between the different DEMs (time-lapse, 
UAV, Pléiades) and the reference time-lapse DEMs, assuming a constant velocity over the study period. 
In this step we also accounted for vertical displacement due to the downslope advection of the surface 
using the slope from the AW3D 30 m-resolution DEM (Tadono et al., 2014) of each study area, 
smoothed using a 30-pixel Gaussian filter (Brun et al., 2018; Miles et al., 2018b; Mishra et al., 2021). 

We calculated emergence velocity in the lower portion of the glaciers (including the survey domains) 
by estimating the flux through a flux gate located immediately upstream from the survey domains, 
taking into account the surface velocity and the adjusted ice thickness at this location (Brun et al., 2018; 
Miles et al., 2018b; Mishra et al., 2021; Vincent et al., 2016) at a 8 m resolution for Langtang, 4 m for 
24K, and assuming that basal sliding accounts for 50% of the surface motion (but considered the full 0-
100% range in the uncertainty calculation). We integrated the flux across the cross section with a 
simple-shear assumption to calculate the column-averaged velocity (Huss et al., 2007) and assumed that 
this flux is uniformly distributed as emergence downstream from the flux gate. 

We estimated the surface velocity uncertainty as the normalized median absolute deviation of its x and 
y components over off-glacier terrain, equal to 0.84 m (0.6 cm.day-1) for Langtang and 0.35 m (0.3 
cm.day-1) for 24K over the full study period. We obtained an emergence velocity of 0.39 +/- 0.16 m 
(0.3 +/- 0.1 cm.day-1) for Langtang and 0.66 +/- 0.16 m (0.5 +/- 0.1 cm.day-1) for 24K. As for the x-y 
displacements, we used these emergence values to correct the different DEMs (time-lapse, UAV, 
Pléiades) relative to the reference time-lapse DEMs assuming a constant emergence over time. Similarly 
to the DEMs, the cliff outlines were flow-corrected for the surface displacements in the x and y 
directions. 

 

2.4.4. Estimating melt from DEM differencing 

In this study we were interested in calculating distributed melt patterns at the surface of the cliffs, which 
correspond to the normal displacement of the cliff surface (Buri et al., 2016a). A number of studies used 
the M3C2 algorithm (Lague et al., 2013; Mishra et al., 2021; Watson et al., 2017b) directly applied to 
the point clouds to calculate this normal displacement. However, here we aimed to compare our results 
with a gridded ice cliff energy balance model (Buri et al., 2016a, 2016b), which uses the cliff DEM for 
the distributed energy balance calculations. We therefore estimated the melt from two time-lapse DEMs 
(DEM1 and DEM2) by calculating for each pixel of DEM1 the local normal based on its eight 
neighboring pixels and finding the intersection of the normal with DEM2. The melt was then equal to 
the distance between the DEMs along this normal (Fig. 2.S1). This approach is similar to the M3C2 
algorithm but using DEMs and 3x3 neighborhoods. 

 

2.4.5. Uncertainty estimation 

To estimate the uncertainty in melt rate, we combined the uncertainties from the flow correction 𝜎𝑓𝑙𝑜𝑤 

with an estimation of the uncertainty of the calculation of melt distance from the DEMs 𝜎𝐷𝐸𝑀. 

We conservatively assumed the melt distance uncertainty 𝜎𝐷𝐸𝑀 to be equal to the uncertainty in 
elevation change as this removes the dependence on the terrain aspect and slope. Indeed, in the case of 
two DEMs with the same slope parallel to one another, which we considered to be the most common 
short-term change due to ice melt, the elevation difference should be larger than the melt distances (e.g. 
Mishra et al., 2021), and the same should be true for their uncertainties. In the case of our study areas 
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with complex geometries and viewing angles, we expected these uncertainties to vary with slope and 
aspect, as well as with the number of overlapping images, the distance from the time-lapse cameras, 
and the time difference with the reference DEMs (James and Robson, 2014b; Mallalieu et al., 2017; 
Armstrong et al., 2018; Filhol et al., 2019). We also expected elevation change uncertainties to increase 
with time from the reference image set and distance from the time-lapse cameras, except in the very 
near-field where less overlap of the images should lead to higher uncertainties (Mallalieu et al., 2017). 

The uncertainty from the melt distances 𝜎𝐷𝐸𝑀 comprises a systematic error 𝜎𝐷𝐸𝑀,𝑠𝑦𝑠 given by the 

absolute mean elevation change over stable terrain, and a random error 𝜎𝐷𝐸𝑀,𝑟𝑎𝑛𝑑 given by the standard 
deviation of elevation change over stable terrain. Depending on the evolution of the uncertainties in 
space, this relationship can be scaled by a factor f: 

𝜎𝐷𝐸𝑀 = 1
𝑓

×  √𝜎𝐷𝐸𝑀,𝑠𝑦𝑠 
2 + 𝜎𝐷𝐸𝑀,𝑟𝑎𝑛𝑑 

2       (1) 

We therefore estimated the melt uncertainties in the cliff domain by analyzing the mean and standard 
deviation of elevation change over the moraine (Fig. 2.4). Indeed, the moraine was the closest feature 
to the survey domain that could be considered relatively ‘stable’, at least over a period of a few months. 
Furthermore, it had similar slopes and aspects to those of the cliffs in the survey domain, but was located 
in the background of the survey area, making it a good but conservative proxy for the features analyzed 
(Fig. 2.4). We conducted two different tests to estimate the melt uncertainties in the cliff domain. The 
first test (1) was to look at the evolution of the mean and standard deviation of the elevation changes 
relative to the reference DEMs over the moraine with time (Fig, 2.5a, b). The second test (2) was to 
look at the evolution of the mean and standard deviation of the elevation changes with distance for time-
lapse DEMs taken within a few days from each other (Fig. 5c, d).  

The mean value remained between +/-0.2 m for Langtang, where the moraine was ~800 m away from 
the cameras (Fig. 2.5a), and between +/-0.05 m for 24K, where the moraine was ~400 m away from the 
cameras (Fig. 2.5b). Using a factor 2 to account for positive and negative biases, we obtained 
𝜎𝐷𝐸𝑀,𝑠𝑦𝑠 = 0.4 𝑚 for Langtang and 𝜎𝐷𝐸𝑀,𝑠𝑦𝑠 = 0.1 𝑚 for 24K (Table 2.2). 𝜎𝐷𝐸𝑀,𝑟𝑎𝑛𝑑, given by the 
standard deviation, increased with time during the first two months of the time-series for Langtang, 
until it reached a value of ~1 m, while it remained stable around 0.6 m for 24K during the whole period. 
For (2), we took the DEM the furthest away in time from the reference DEM and processed the image 
pairs taken within 48 hours of this new reference DEM, only keeping the resulting DEMs with a mean 
elevation change relative to the reference DEM lower than 0.2 m for Langtang (4 remaining DEMs) 
and 0.05 m for 24K (7 remaining DEMs) (Fig. 2.5a, b, dashed lines). The elevation change patterns of 
these near-contemporaneous DEMs highlighted a factor 𝑓 = 2 increase in standard deviation with 
distance between the cliff domain and the moraine for Langtang and 𝑓 = 1.7 for 24K (Fig. 2.5c, d). As 
a result, for Langtang 𝜎𝐷𝐸𝑀 = 0.5 𝑚 and for 24K 𝜎𝐷𝐸𝑀 = 0.4 𝑚 (Table 2.2). These are the same values 
as if we had calculated them from the random errors only, which means that the systematic errors can 
be considered negligible. 

We also needed to account for the uncertainties related to the flow correction, which we assumed to be 
equal to the quadratic sum of the 1σ surface velocity uncertainty 𝜎𝑥𝑦, the 1σ emergence velocity 
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uncertainty 𝜎𝑏 estimated following the approach and assumptions described by Miles et al., 2018, and 
the uncertainty from the slope correction 𝜎𝑆𝑙𝑜𝑝𝑒 (all in m.day-1):  

𝜎𝑓𝑙𝑜𝑤 = √𝜎𝑥𝑦
2 + 𝜎𝑏

2 + 𝜎𝑆𝑙𝑜𝑝𝑒
2.        (2) 

Where: 

𝜎𝑆𝑙𝑜𝑝𝑒 = 𝜎𝑥𝑦 tan(𝛼) + 𝑑𝛼
cos2 𝛼

𝑢𝑠 ≈ 𝑢𝑠𝑑𝛼        (3) 

Where α is the mean glacier slope in the survey domain, and 𝑢𝑠 the mean velocity. For the uncertainty 
on the slope correction, we assumed a 𝑑𝛼 = 2° = 0.03 𝑟𝑎𝑑 uncertainty in the slope angle, which results 
in 𝜎𝑆𝑙𝑜𝑝𝑒 = 0.03 cm.day-1 for Langtang and 0.06 cm.day-1 for 24K. As a result, the 1σ uncertainty from 
flow correction was equal to 0.007 m.day-1 for Langtang and 0.004 m.day-1 for 24K. 

The 1σ melt uncertainty for each pixel could be expressed as:  

𝜎𝑀𝑒𝑙𝑡 = √𝜎𝐷𝐸𝑀
2 + (𝜎𝑓𝑙𝑜𝑤 × 𝑑𝑡)2,        (4) 

where 𝑑𝑡 is the number of days over which the melt is calculated. Ultimately, we calculated melt on a 
tri-weekly basis for Langtang and a bi-weekly basis for 24K to reduce the uncertainties relative to the 
measured melt rates. This meant that the uncertainty from flow was an order of magnitude lower for 
these domains and could therefore be neglected: 𝜎𝑀𝑒𝑙𝑡 = 𝜎𝐷𝐸𝑀 = 0.5 𝑚 (0.02 𝑚/𝑑𝑎𝑦) for Langtang 
and 𝜎𝑀𝑒𝑙𝑡 = 𝜎𝐷𝐸𝑀 = 0.4 𝑚 (0.03 𝑚/𝑑𝑎𝑦) for 24K over their respective tri- and bi-weekly melt periods 
(Table 2.2).  

Based on this, in all that follows we used the standard deviation of melt at the cliff location to represent 
these uncertainties, as it directly accounts for 1) the random error from the DEMs and 2) the melt 
variability at the surface of the cliffs. We note however that assuming a Gaussian error for independent 
measurements, the random error from the DEMs becomes negligible (<0.05 m) for the average melt 
when the number of pixels considered is greater than 100, which is always the case here. 
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Figure 2.5: (a-b) dH patterns of all considered time-lapse DEMs relative to the reference DEM 
assessed over stable terrain as a function of time. The dotted lines indicate the DEMs furthest away in 
time, considered to test the uncertainty as a function of distance. (c-d) dH patterns relative to the DEM 
furthest away in time from the reference DEM and four (Langtang) and seven (24K) DEMs less than 
four days away, as a function of distance. 

 

 

 

 

 

 

 

Table 2.2: Uncertainty estimations for Langtang and 24K. 
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Glacier Random 
DEM 

uncertainty 
σDEM,rand 

 (m) 

Systematic 
DEM 

uncertainty 
σDEM,sys 

 (m) 

Scaling 
factor f 

(-) 

Flow 
correction 

uncertainty 
σflow 

 (m/day) 

Averaging 
period dt  

(days) 
 

Final 
uncertainty 

σMelt 

(m) 

Final 
uncertainty 

σMelt 

(m/day) 

Langtang 1 0.4 2 0.007 21 0.5 0.02 

24K 0.6 0.1 1.7 0.004 14 0.4 0.03 

 

2.4.6. Cliff brightness and snow events 

For 24K we found the brightness of the cliffs to change substantially with time. We estimated this 
brightness for each set of images (781 for Langtang, 357 for 24K), by taking the average value of the 
blue band in a 200 x 100 px domain at the center of Cliff 1 (Langtang) and of the main 24K ice cliff 
(Fig. 2.S2). We normalized this brightness value by the mean value of the blue band in a domain of the 
same size over a debris-covered slope with similar slope and aspect characteristics, giving a basic proxy 
for apparent changes in ice cliff albedo insensitive to illumination differences between scenes. We used 
the blue band as when comparing the visible spectra of cliffs and debris of different brightnesses, this 
was the band that highlighted the strongest differences. We took a single brightness value for all cliffs 
with different slopes and aspects in the domain, as the brightness appeared to evolve in a similar way 
across all cliffs (Fig. 2.S2). 

We additionally looked at the daily influence of snow events on ice cliff melt at both sites. We 
considered that there was a snow event when 1) the daytime shortwave albedo at the AWS location 
was higher than 0.3, or 2) when snowfall or fresh snow cover on the glacier could be observed in at 
least one of the time-lapse images on a given day. 

 

2.4.7. Energy balance model 

We compared our tri- to bi-weekly melt patterns with the melt obtained over the same period using a 
static cliff energy balance model (Buri et al., 2016a). The model calculates the energy inputs from 
shortwave, longwave and turbulent fluxes in a distributed way across the cliff surface. The static version 
of the model that we used (Buri et al., 2016a) has been described extensively in the past literature, which 
we invite the reader to refer to for further details (Buri et al., 2016a; Steiner et al., 2015). We used the 
exact same parameters as Buri et al. (2016a) at both sites, and did not conduct any further calibration. 

The model was run over the exact same periods over which we calculated melt from DEM differencing, 
without simulating surface geometry changes. We used the static version of the model to focus on the 
contribution of the different energy-fluxes only, thus removing the influence of the modeled geometry 
updates. Indeed, the cliff dynamic model was designed to represent changes over long periods (entire 
melt season or monthly intervals), for which the melt rates are high relative to the model’s spatial 
resolution. Due to the limited data available for the model development, the processes influencing the 
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cliff dynamics (debris redistribution, additional melt from ponds) were also represented by rather simple 
parametrizations lumping together distinct physical processes. While this dynamic model is appropriate 
to estimate bulk changes over long periods (Buri et al., 2021; Buri and Pellicciotti, 2018; Buri et al., 
2016b), we considered it to be too simple to represent all the complexity of changes occurring on a 
weekly time-scale, and therefore less reliable to understand the local energy-balance.  

We used the gap-filled time-lapse DEMs as the reference surface over which to calculate the energy-
fluxes and the debris-viewing angles and near-field horizon calculations. We filled the gaps using the 
UAV DEMs corrected with the elevation change signal from the Pléiades (for Langtang) and UAV 
(for 24K) DEMs. To reduce computation time, the DEMs were resampled to 0.6m. We used the 30m 
AW3D DEMs (Tadono et al., 2014) of the area for the far-field horizon calculations and did not 
include debris redistribution or additional melt from the ponds.  

We used data from the nearby on-glacier AWSs as meteorological forcing for the ice cliff model, and 
estimated debris surface temperature, which is an additional model input, from the outgoing longwave 
radiation at those AWSs. Importantly, we assumed a fixed albedo of 0.15 for debris and 0.2 for ice, 
which were the same values used in the original studies, calibrated on Lirung Glacier, which is located 
in the vicinity of Langtang Glacier (Buri et al., 2016a; Steiner et al., 2015). 

 

2.5. Results 

2.5.1. General measured and modeled patterns 

2.5.1.1. Site-scale melt patterns 

Elevation change patterns between the pre- and post-monsoon period from the UAV and Pléiades DEMs 
alike showed enhanced surface lowering at the location of the ice cliffs (Fig. 6a, b). Elevation change 
patterns displayed some variability in the non-cliff area of the domain, and this was especially visible 
with the higher resolution data from 24K (Fig. 6b). Sub-debris melt on 24K, where the debris cover was 
thinner (Fig 1; McCarthy et al., 2021), also appeared to be higher than on Langtang (Fig. 6b). In both 
domains, cliff backwasting is evident (Fig. 6a, b), varying from cliff to cliff and site to site, between 0 
and 5 cm.day-1 on Langtang and 4 and 9 cm.day-1 on 24K. There were also signs of cliff expansion (e.g. 
Cliff 3 on Langtang) and reburial (e.g. 24K main cliff). The mean and standard deviation of the sub-
debris melt calculated from the flow-corrected Pléiades and UAV DEMs and for snow- and cliff-free 
(including a 5 m buffer around the initial and final cliff outlines) zones were -0.3 +/- 0.4 cm.day-1  for 
Langtang and -1.1 +/- 0.5 cm.day-1 for 24K,  11-14 (resp. 4.5) times less than the average cliff melt 
measured from the time-lapse DEMs (Fig. 6).  

The high temporal resolution of this dataset enables one to precisely estimate the total and spatially-
averaged melt of ice cliffs,  while the estimates from the Pléiades and UAV DEMs are usually 5 to 80% 
off depending on the method used to extract these values (Table S4, S5), due to the mixing of ice cliff 
and sub-debris melt contributions for less temporally-resolved data.  

To disentangle the different components of the ice cliffs’ evolution, we focused the analysis of the sub-
seasonal patterns on six transects of the three main Langtang cliffs and four transects of the 24K cliff, 
which kept similar aspect and slope during the whole study period (Fig. 2.6a, b), and were all west to 
north-east facing. The mean measured and modeled melt were comparable for each of those transects, 
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with ≤25% difference and no consistent bias, even though there was a higher variability in measured 
melt (Fig. 2.6c). The observed daily cliff melt was in general higher (3.9-5.1 cm.day-1) for 24K than for 
Langtang (2.9-4.3 cm.day-1). At the seasonal scale there did not appear to be a control of slope or aspect 
on melt (Fig. 2.6C, S3). 

 

Figure 2.6: (a) Elevation change from the Langtang flow corrected Pléiades DEMs (22/10/2019 - 
14/06/2019). (b) Elevation change from the 24K flow corrected UAV DEMs (11/10/2019 - 10/06/2019). 
(c) Average measured and modeled melt from the time-lapse camera data as a function of the average 
slope from the time-lapse DEMs over the full study period for all blue transects in (a) and (b). The bars 
indicate the uncertainty of the measured melt rates. 

 

2.5.1.2. Melt patterns as a function of time 

The time-lapse observations at both sites started a few days after the ice cliffs became snow-free, and 
ended after the first snowfalls. Overall, air temperatures were higher at 24K by 4-5 °C, but this 
difference was partly compensated by higher incoming shortwave radiation on Langtang (Fig. 2.2 c, d). 
The incoming longwave radiations were of similar values, and plateaued during the whole monsoon 
season. Melt patterns at the two sites differed considerably. Melt was higher at the start of the study 
period (pre-monsoon; 3.4 +/-1.5 cm.day-1 for Langtang, 6.7 +/- 2.1 cm.day-1 for 24K) than at the end 
(post-monsoon; 0.7 +/- 1.1 cm.day-1 for Langtang, 1.1 +/- 1.0 cm.day-1 for 24K) (Fig. 2. 7), and 
exhibited similar variability over the study period at both sites (coefficient of variation of 0.37 for 
Langtang Cliff 3, and 0.34 for the 24K cliff). The peak in melt was reached in the last week of June and 
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first week of July on Langtang (6.4 +/- 1.9 cm.day-1) and around mid-August on 24K (7.3 +/- 1.8 cm.day-

1). This peak in melt on Langtang corresponded with the timing of the peak in air temperature, but while 
air temperature stabilized between early July and early September, melt started to decrease from early 
July, coinciding with the decrease in incoming shortwave radiation and increase in longwave radiation 
at the start of the monsoon period (Fig. 2.7c). The peak in melt at 24K also corresponded to the 
maximum air temperature, but similar to Langtang, the incoming shortwave radiation had a direct 
influence on this melt pattern (Fig. 2.7d). The observed melt behaviors were well represented by the 
modeled melt but with slightly smaller amplitudes. 

 

Figure 2.7: Observed sub-seasonal measured and modeled melt patterns of Cliff 3 on Langtang (a) and 
of the 24K cliff (b). The lines show the spatially-averaged cliff melt over the different periods and the 
shaded areas represent the standard deviation. (c-d) Average daily incoming shortwave and longwave 
radiations and mean and standard deviation of air temperature over the same time periods at the AWS 
locations. The purple bars show the days with snow events. 

 

2.5.2. Processes occurring at each cliff 

For the detailed analysis of the melt patterns of Langtang Cliffs 2 and 3 and the 24K cliff, we used 
transects perpendicular to the cliff outlines to derive average values across different vertical sections of 
the cliffs (Fig. 10-14). 
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2.5.2.1. Langtang Cliff 1 

Langtang Cliff 1 was a relatively small (5-10 m tall, 30-40 m wide) north-facing cliff (Fig. 8, 9). In 
July, it expanded a few meters to the east, resulting in enhanced melt rates at this location, but the new 
section got re-buried relatively quickly in August. Indeed, the small cavity at the base of the cliff (visible 
at the start of the study period, Fig. 8a) increased in size as the cliff backwasted, debris falling from the 
top of the cliff accumulated in the cavity slowly reburying this section of the cliff, which by the end of 
the period had become very shallow (Fig. 8f). The measured melt displayed a similar signal to that of 
Langtang Cliff 3 (Fig. 7a, 8f) and was relatively homogeneous across the cliff surface, except for higher 
values at the location of the cliff expansion (Fig. 8h). The large boulder standing on top of the cliff did 
not seem to influence the melt (Fig. 8d-f). The modeled fluxes showed a strong contribution of 
shortwave radiation to the cliff energy balance, with an increase in the contribution of net turbulent 
fluxes from 9 to 36% between the end of May and mid-July when the net shortwave decreased by 38% 
with the arrival of the monsoon (Fig. 9d). The net longwave radiation contributed negatively to the 
cliff’s energy balance. 

 

Figure 2.8: (a-f) Evolution of Langtang Cliff 1 throughout the study period from the time-lapse camera 
images. The pictures were all taken at the same time of day (11:45). The black horizontal arrow in (a) 
indicates east. (g-i) Tri-weekly observed melt patterns at the start, in the middle and at the end of the 
study period. Cliff outlines corresponding to the start of the period are shown in black. 



 

 

  

 

 

 

 

 

 

58 
 

 

Figure 2.9: (a) Langtang Cliff 1 at the start (pink dashed lines) and the end (orange full lines) of the 
study period. Background is the hillshade of the 02/11/2019 UAV DEM. (b) Average precipitation over 
each time-lapse period and cliff planimetric area evolution normalized by the initial cliff area. The 
purple shaded areas correspond to days with snow events. (c) Observed and modeled melt as a function 
of time. The lines show the average value over the different periods and the shaded areas the standard 
deviation. (d) Modeled net energy fluxes represented by the central value of each period. (e) Measured 
slope and aspect as a function of time. 

 

2.5.2.2. Langtang Cliff 2 

Langtang Cliff 2 was a medium size (10-20 m tall, 35-45 m wide) west-facing cliff that was attached to 
a pond at the start of the study period (Fig. 2.10, 2.11) and displayed higher melt rates than at Cliff 1. 
The time-lapse images showed that the pond partly drained between 02/07 and 05/07. This was 
confirmed by the pond surface temperature data (Fig. 2.11c), which showed much stronger temperature 
variations after the end of June, proof that the sensor had become grounded on the debris. The vertical 
step left by the pond at the cliff base after draining got progressively reburied and had disappeared by 
mid-August (Fig. 2.10c, d). The cliff had a concave shape at the start of the study period, being steeper 
at the top than at the bottom. End of June, triggered by the cliff backwasting, part of the debris-
covered slope above the cliff slumped, thus expanding the cliff upwards, at a lower angle (Fig. 
2.10, 2.S6). This upper debris-free area expanded laterally in July, enhancing the sharp transition 
between the lower steeper portion that was progressively reburied after the drainage of the pond, 
and the upper shallower portion of the cliff that became predominant with time. This reburial of 
the lower steeper section and expansion of the upper shallower section led to the cliff doubling in size 
in July and then returning to its initial size by early September.  

In parallel, melt increased from 3.0 +/- 0.7 (3.2 +/- 1.0) cm.day-1 at the end of May to more than 
double - 6.8 +/- 1.7 (6.5 +/- 0.8) cm.day-1 - at the end of July for transect 1 (transect 2). These values 
were substantially higher than the melt predicted by the energy balance model and mostly due to the 
higher measured melt on the upper, shallower section of the cliff (Fig. S5). However, for both 
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transects there was a sharp reduction in melt synchronous with the progressive reburial of the cliff 
(Fig. 11). Melt then plateaued around 2.7 +/- 2.7 cm.day-1 for transect 1 and 3.3 +/- 1.3 cm.day-1 for 
transect 2 and finally decreased to almost null values in October.  

 

Figure 2.10: (a-f) Evolution of Langtang Cliff 2 throughout the study period from the time-lapse camera 
images. The pictures were all taken at the same time of day (11:45). The black horizontal arrow in (a) 
indicates east. (g-i) Tri-weekly observed melt patterns at the start, in the middle and at the end of the 
study period. Cliff outlines corresponding to the start of the period are shown in black and the focus 
transects in light blue. 
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Figure 2.11: (a) Langtang Cliff 2 at the start (pink dashed lines) and the end (orange full lines) of the 
study period. Background is the hillshade of the 02/11/2019 UAV DEM. The light blue rectangles are 
the cliffs’ two main study transects. (b) Average precipitation over each time-lapse period and cliff 
planimetric area evolution normalized by the initial cliff area. The purple shaded areas correspond to 
days with snow events. (c) Pond surface temperature. (d-i) For each transect, the measured and 
modeled melt (d-e), modeled net energy fluxes represented by the central value of each period (f-g), 
and measured slope and aspect (h-i) as a function of time. 

 

2.5.2.3. Langtang Cliff 3 

Cliff 3 was a relatively large cliff (20-30 m tall, 70-100 m wide) which was predominantly north-east 
facing at the start of the period but expanded to north-facing slopes during the study period (Fig. 12). 
There was a large pond at the base of the cliff for the whole study period, which persisted throughout 
the season but also slowly drained by a total of 1.7 m (Fig. 13c), leaving a notch at the base (Fig. 12a-
f). Most of the drainage occurred in July. The north-facing debris-covered slope to the east of the cliff 
steepened in June and July and started slumping at the end of July, when the notch appeared under the 
debris, revealing that the pond had also been undercutting this slope. The slumping accelerated and 
the slope was mostly debris-free by the end of August, leading to a doubling of the cliff area between 
the end of July and the end of September (Fig. 13b). Despite a decrease in shortwave radiation at the 
end of August for transect 1, melt increased in August synchronously with a reduction in slope linked 
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with the slumping of the north-facing slope (Fig. S8). Most of the backwasting occurred at the 
shallower section of the cliff that was disconnected from the pond until the end of July, while the 
steeper (50-65°) section of the cliff in contact with the pond displayed lower backwasting rates.  

 

Figure 2.12: (a-f) Evolution of Langtang Cliff 3 throughout the study period from the time-lapse camera 
images. The pictures were all taken at the same time of day (11:45). The black horizontal arrow in (d) 
indicates east. (g-i) Tri-weekly observed melt patterns at the start, in the middle and at the end of the 
study period. Cliff outlines corresponding to the start of the period are shown in black and the focus 
transects in light blue. 
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Figure 2.13: (a) Langtang Cliff 3 at the start (pink dashed lines) and the end (orange full lines) of the 
study period. Background is the hillshade of the 02/11/2019 UAV DEM. The light blue rectangles are 
the cliffs’ three main study transects. (b) Average precipitation over each time-lapse period and cliff 
planimetric area evolution normalized by the initial cliff area. The purple shaded areas correspond to 
days with snow events. (c) Pond water level. (d-l) For each transect, the measured and modeled melt 
(d-f), modeled net energy fluxes represented by the central value of each period (g-i), and measured 
slope and aspect (j-l) as a function of time. 

 

2.5.2.4. 24K Cliff 

On 24K we focused on a set of linked cliffs at the center of the survey domain, 130 m wide and 10-20 
m tall (Fig. 2.14, 15). These cliffs, which could also be regarded as one single cliff split by patches of 
thin debris, occupied the slopes of the outer bend of a supraglacial stream, which was flowing 
directly at the base of the ice cliffs, sometimes undercutting the ice slopes. The center of the bend was 
steeper and was occupied by a large continuous cliff, while the sides displayed a changing combination 
of debris patches and bare ice (Fig. 2.14). This configuration remained throughout the study period 
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except on the west side of the meander (transect 1), where the stream disconnected from the ice cliff 
during the study period (Fig. 2.15a), causing a progressive reburial of this outer section in July 
and August (Fig. 2.14). This was just a small portion of the cliff and overall the cliff area did not change 
by more than 10% over the whole study period, and the aspect and slope of the different transects 
remained consistent (Fig. 2.S10). 

The different transects displayed comparable temporal melt and energy balance patterns (Fig. 2.7), with 
an increase from June to the mid-August peak followed by a steeper decrease until the end of the study 
period in early October, characterized by close to zero melt values and regular snow falls (Fig. 2.7b). 
The melt variability was driven by net shortwave radiation, which also represented more than 50% of 
the energy budget during the whole study period. Contrary to Langtang, the net longwave contributed 
positively to the cliff energy balance due to higher air temperatures and therefore higher incoming 
longwave from the atmosphere (Fig. 2.7). Transects 1, 3 and 4 displayed high (7-8 cm.day-1) melt values 
at the very start of the study period, which were not represented by the energy balance model. These 
high values exceeding modeled melt at the start and at peak melt, as well as the general patterns 
throughout the season also followed an inverse pattern with cliff brightness (Fig. 2.15c), which 
was itself correlated with precipitation (Fig. 2.15b). Transects 2 and 4 were the ones where 
measured and modeled melt disagreed the most (up to 25% difference), with generally lower 
measured melt rates than predicted by the model, and also the ones with the most patchy debris, 
where outlining the cliff extents was particularly difficult. 
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Figure 2.14: (a-e) Evolution of the 24K cliff throughout the study period from the time-lapse camera 
images. The pictures were all taken at the same time of day (10:00). The black horizontal arrow in (a) 
indicates east. (f-h) Bi-weekly observed melt patterns at the start, in the middle and at the end of the 
study period. Cliff outlines corresponding to the start of the period are shown in black and the focus 
transects in light blue. 
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Figure 2.15: (a) 24K cliff at the start (dashed lines) and the end (full lines) of the study period. 
Background is the hillshade of the 11/10/2019 UAV DEM. The light blue rectangles are the cliffs’ four 
main study transects on which we focus. (b) Average precipitation over each time-lapse period and cliff 
planimetric area evolution, normalized by the initial cliff area. The purple shaded areas correspond to 
days with snow events. (c) Cliff brightness. (d-o) For each transect, observed and modeled melt (d-g), 
modeled net energy fluxes (h-k) and measured slope and aspect (l-o) as a function of time during the 
full study period. 

 

2.6. Discussion 

The sub-seasonal observations of ice cliff melt, evolution and the underlying processes were made 
possible thanks to the use of time-lapse photogrammetry, which enabled the semi-automated production 
of weekly DEMs of the survey area with an estimated uncertainty of +/- 20 cm (+/- 6 cm) for Langtang 
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(24K). This is a novel approach, the advantages and drawbacks of which we discuss in detail in the 
supplementary Section 2.13.11 (Use of time-lapse photogrammetry approach). Here we discuss instead 
the main findings that the new setup allowed, in terms of understanding cliff melt rates and contribution 
to mass losses (Section 2.8.1), as well as the processes that control their evolution and are not yet 
included in current models (Section 2.8.2). The different mechanisms outlined here are indicated in 
Figure 16, which represents one possible evolution pathway for a set of idealized cliffs. 

 

2.6.1. Controls on ice cliff melt variability 

The studied cliffs displayed melt rates at 4.5 times higher than the surrounding debris-covered ice on 
24K and 6-38 times higher on Langtang, where thick debris (>0.5 m) in the lower portion of the glacier 
prevents almost any sub-debris melt (McCarthy et al., 2021; Miles et al., 2021), thus promoting the 
melt-generating role of cliffs. While the cliff melt values are comparable to previous estimates for other 
debris-covered glaciers based on cliff volume loss and backwasting rates (e.g. Sakai et al., 1998; Juen 
et al., 2014; Brun et al., 2016; Mishra et al., 2021), the high temporal resolution estimates are more 
accurate, as they allow calculations of melt over strongly varying cliff geometries. Changes in cliff melt 
rates over time from the time-lapse DEMs ranged between 0 and 8 cm.day-1, and captured the 
progressive changes in cliff area and shape (Fig. 2.8-15), thus enabling a new, more precise estimate of 
cliff melt compared to the values extracted from the beginning and end of season DEMs (Pléiades and 
UAV DEMs) (Table 2.S4). This is the first time that the sub-seasonal variability of ice cliff melt has 
been quantified, and it shows that use of only beginning and end of season cliffs’ geometries, neglecting 
the history of area and geometry changes over a melt season, can lead to an underestimation of about 
50% in melt rates (Table 2.S4). 

Exchange of energy with the atmosphere controlled cliffs’ evolution at both sites. Cliff melt rates varied 
substantially over the melt season and displayed similar patterns for all cliffs, with an overall trend of 
increase, peaking and then decline, on which a smaller-order variability was superimposed, controlled 
by snow and liquid precipitation. Cliff melt variability was driven by the combination of short- and 
longwave radiation, and turbulent fluxes which contributed considerably during the monsoon on 
Langtang, when incoming shortwave was reduced (Buri et al., 2016a). Differences in air temperature 
at the two sites led to a general negative net longwave radiative flux on Langtang and positive on 24K. 
This demonstrates the need to account for the whole energy balance to estimate cliff melt.  

The ice cliffs of the two study sites were generally north-facing and received little direct illumination 
during the study period. As a result, the aspect controls on ice cliff evolution described in previous 
studies (Buri and Pellicciotti, 2018; Sakai et al., 1998) were not evident when analyzing the ice cliff 
patterns (Fig. 2.S3), and contrary to previous observations and model tests, no evidence of melt gradient 
was visible at the cliff surface (Fig. 2.S4, 5, 7, 9; Buri et al., 2016a; Watson et al., 2017b).  

At both sites, the measured melt was more spatially variable than predicted by the model (Fig. 2.S4, 5, 
7, 9), which used a constant albedo and therefore was not able to account for the influence of debris on 
the cliff energy-balance (Table 2.2). Two effects were visible: 

• Melt reduction from patchy debris: 40-80% lower measured melt values evident at the foot 
of the Langtang Cliffs 2 and 3 (Fig. 2.10, 2.12, 2.S5 d-f, S7 a-c) were likely caused by the 
active reburial of these sections of the cliffs during shorter time intervals than the 2-3 week 
period over which melt was integrated. This influence of debris was also visible on the 24K 
cliff where the two transects which had the higher proportion of ‘dirty’ ice, and where it was 
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most difficult to outline the ice cliff relative to the patchy debris, experienced reduced melt. At 
this location, the debris on the ice cliff was thick enough to reduce melt (Fig. 2.14-15, S9). 
This melt reduction effect generally accounted for 1-3 cm.day-1 relative to the locations on the 
cliffs that remained debris-free. 

• Melt enhancement from thin dust layers: The 10-60% higher melt values on the upper and 
shallower cliff slopes that had recently become free of debris of Langtang Cliffs 2-3 (Fig. 2.S5 
d-f, S7 a-f) were likely caused by lower albedo values due a higher concentration of dust 
particles at the surface (Fyffe et al., 2020a). Similarly, transect 3 of the 24K cliff was affected 
by small debris clasts and thin debris (Fig. 2.14), but these did not reduce melt and more likely 
led to higher melt rates due to lower albedo values. 

This effect of thin debris dust on albedo was particularly visible on 24K, where cliff brightness, which 
we considered as a proxy for albedo, followed an inverse pattern to that of cliff melt, and was therefore 
likely responsible for some of the observed differences between the measured and modeled melt. 
Indeed, a sensitivity test conducted for transect 3 on 24K showed that a 0.1 change in cliff albedo led 
to a 5-10% change in melt (Fig. 2.S11). Lower albedo values from this surface dust, unaccounted for in 
the model, could therefore partly explain measured melt rates 20-40% higher than predicted by the 
model at the start of the study period and at peak melt on 24K. Interestingly, for the 24K cliff, changes 
to cliff brightness seemed to be controlled by liquid precipitation, which promoted the ‘washing’ of the 
small debris clasts that accumulated at the surface of the cliffs, thereby removing the thin surface dust 
layer and increasing the albedo (Fig. 2.14, Fyffe et al., 2020). This effect was not visible on the darker, 
steeper and drier cliffs of Langtang, but for glaciers like 24K it could lead to a decrease in cliff melt 
with the increase in occurrence of wet precipitation events at high elevation (Jouberton et al., 2022). 

On the contrary, snow events at both sites in the pre- and post-monsoon periods likely reduced melt at 
the cliff surface. Indeed, while the snow on the debris surface usually melted away within hours after 
the snowfall, these north-facing steep ice slopes had the tendency to retain the snow much longer (Fig. 
2.8f), and up to a full day on Langtang, thereby increasing the cliff albedo and interrupting ice melt 
until all the snow had melted. Such effects were also not represented in the model. 

Table 2.3: Behaviours of the different cliffs studied and their controlling factors. 

Cliff Behavior Controlling factors 

From surrounding topography At the surface of the cliff 

Langtang 

Cliff 1 

Expansion followed by 

reburial 

Cavity at the cliff base 
 

Langtang 

Cliff 2 

• Expansion followed 

by reburial 

• Heterogeneous melt 

patterns 

• Draining pond at the 

cliff base 

• Cliff backwasting and 

propagation to upper 

slopes 

• Deposition of dust (low 

angle sections) 

• Patchy debris 

Langtang 
Cliff 3 

• Expansion 

• Heterogeneous melt 

patterns 

Pond incision • Deposition of dust (low 

angle sections) 

• Patchy debris 
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24K cliff • Central portion 

maintained 

• Partial reburial at 

the edge 

• Heterogeneous melt 

patterns 

Stream incision • Deposition of dust and 

patchy debris (low angle 

sections) 

• Cliff ‘washing’ effect 

 

2.6.2. Controls on ice cliff area variability 

One of the main results of this work was that debris local dynamics are a key influence on cliffs 
evolution. Debris accumulating at the surface of the cliffs influenced melt, reducing it when enough 
patches of debris clasts had accumulated at the surface but also darkening the cliff, therefore reducing 
its albedo. Debris also had an influence on cliff area and slope (Table 2.2, Fig. 2.16). Debris is constantly 
moving on the debris-covered surface and this motion is enhanced by slope, liquid precipitation, 
moisture content but also debris evacuation at the base of a slope (Fyffe et al., 2020a; Moore, 2018; 
Nicholson et al., 2018; Westoby et al., 2020). Additional debris redistribution during the wet monsoon 
season has even been hypothesized to increase the cliff relative area at the glacier scale (Steiner et al., 
2019). While our dataset did not encompass enough cliffs to test this hypothesis, we observed 
considerable debris motion and areal changes at all the studied cliffs (Fig. 2.11b, 13b, Table 2.2). The 
planimetric area of the 24K cliff and the Langtang Cliff 1 did not change by more than 20% during the 
study period despite evidence of cliff lateral expansion and reburial, but Langtang Cliffs 2 and 3 
experienced dramatic expansion and reburial, leading to doubling in size of Cliff 2 within the course of 
a month and a reduction to its initial size one month later (Fig. 2.11b, Table 2.3). Langtang Cliff 3 also 
underwent a 100% areal increase in 2 months (Fig. 2.13b). These changes demonstrate the strong 
temporal variability of ice cliffs at the sub/seasonal scale, which underlines the interannual dynamics 
of ice cliff population at the glacier scale (M. Kneib et al., 2021; Steiner et al., 2019). Ultimately, not 
accounting for these geometry changes results in 5 to 80% discrepancies in terms of total and area-
weighted cliff melt (Table 2.S4, 2.S5), which has important consequences for the estimation of cliff 
contribution at the glacier scale, in case the overall cliff area would consistently increase or decrease.  

 

Debris evacuation at the base of the slope was the main controlling factor of all the cliff area 
change events. For Langtang Cliffs 2 and 3, the presence of a pond and its undercutting of the cliff 
base, led to the instability of shallow debris-covered slopes in the vicinity of the cliff, which sustained 
debris evacuation from the lower portion of the cliff. On the contrary, when the pond drained at the base 
of Cliff 2, and thermo-erosional melt and instability of the cliff base ceased, this led to rapid reburial of 
the lower portion of the cliff. The same events were visible at Cliff 1 where a cavity at the cliff base led 
to debris evacuation, while its absence prevented any lateral cliff expansion. For the 24K cliff, partial 
cliff reburial was triggered by the disconnection of the supraglacial stream from the base of the cliff, 
which effectively ‘switched off’ this sediment evacuation pathway. For the remainder of the cliff, a 
connection between the cliff and the stream served to maintain and sometimes steepen the slope. 
Undercuts at the base of ice cliffs are indeed common even without the presence of a pond 
(Kraaijenbrink et al., 2016b; Miles et al., 2016; Röhl, 2006; Watson et al., 2017b), and streams and 
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crevassing have been shown to promote ice cliff development by serving as mechanism for the removal 
of debris at their base (Mishra et al., 2021; Mölg et al., 2020; Westoby et al., 2020). 

 

Figure 2.16: Interactions between cliff energy balance, hydrology and debris transport at the surface 
of a debris-covered glacier highlighted by the time-lapse observations. 

 

2.6.3. Avenues for future research 

Despite the small number of cliffs covered, their similarity in aspect and the relatively short duration of 
the observations (one melt season), this study has highlighted the variability in ice cliff characteristics 
and behaviors. It has also confirmed the robustness of the Buri et al. (2016a) ice cliff energy balance 
model to derive cliff melt estimates for a given slope and aspect over a period of 2-3 weeks. The model, 
which was mostly developed and evaluated using data obtained from the Langtang catchment (Steiner 
et al., 2015; Buri et al., 2016a), performed well when applied to 24K, a glacier located in a very different 
climatic setting (Fugger et al., 2022). We could also show that using a fully static version of the model 
generally resulted in better melt estimates than when deriving these from pre- and post-monsoon flow 
corrected Pléiades or UAV DEMs (Table 2.S4, 2.S5). This confirmed the suitability of the model to 
explore the melt contribution of ice cliffs at the large scale. However, beyond a period of one month, 
the variability in cliff area may lead to considerable changes in cliff extents, aspect and slope, and thus 
a need to better account for these aspects of cliff evolution in the model, even in a simplistic way (Table 
2.S5, Buri et al., 2016b, 2021). With the growing availability of high-quality multi-temporal 
observations of  debris-covered glacier surfaces (Westoby et al., 2020; Sato et al., 2021), including from 
time-lapse photogrammetry, future model developments in this direction should attempt to reconcile 
mechanisms of cliff backwasting that are driven primarily by the cliff energy balance with debris 
redistribution processes and the influence of supraglacial hydrology. Models of debris redistribution 
exist and have been applied to understand the evolution of debris thickness patterns on debris-covered 
glaciers (Moore, 2021, 2018; Nicholson et al., 2018; Westoby et al., 2020). Their integration into sub-



 

 

  

 

 

 

 

 

 

70 
 

debris and ice cliff melt models, along with the representation of the influence of streams and ponds, 
would represent a key improvement in the numerical representation of the long-term patterns of debris-
covered glacier surface evolution and melt (Bartlett et al., 2020; Ferguson and Vieli, 2021). This shows 
the need for the continued collection of high spatio-temporal resolution data of ice cliff complexes 
(including south-facing cliffs) and their surroundings (varying debris thicknesses). Furthermore, the 
cliff energy balance model would also benefit from better constraints of the characteristics and temporal 
variability of key parameters such as debris and ice cliff emissivity and albedo (Fig. 2.S11), as well as 
a more robust interpolation of wind from the AWS to the cliff surface (Bonekamp et al., 2020). Indeed, 
a major uncertainty of the cliff energy balance model outlined in previous studies comes from the 
turbulent fluxes (Steiner et al., 2015) which are notoriously difficult to constrain on debris-covered 
glaciers (Miles et al., 2017a; Steiner et al., 2018). A step forward in the representation of cliff albedo 
variability could also be to extract it from the brightness observations of the time-lapse images 
(Corripio, 2004) and the precipitation patterns, although the difficulty here will be the transferability of 
such a relationship from glacier to glacier.  

 

2.7. Conclusions 
This study considerably improved our understanding of ice cliff evolution by using terrestrial time-
lapse photogrammetry to quantify the weekly evolution of four ice cliffs on two climatically contrasting 
Himalayan debris-covered glaciers. Notably, the time-lapse camera DEMs enabled a precise 
quantification of the cliff melt by accounting for sub-seasonal cliff geometry changes, which are ignored 
when extracting melt from pre- and post-monsoon or annual DEMs. Prior to our work, cliffs had been 
observed only at the beginning and end of the melt season (because of logistical and field challenges), 
but never during this period, when most of the ablation occurs.  

We found that the sub-seasonal variability in cliff melt was high, and was driven mainly by shortwave 
radiation, while air temperature was the determining factor for the sign of the net longwave contribution. 
Overall, the modeled melt agreed with the observations. On the other hand, the interaction of the cliffs 
with surrounding debris cover was found to be particularly crucial, and increased the spatial variability 
of the cliff melt by causing very strong changes in the cliff geometry. At the cliff surface, it had two 
main effects: 

• The presence of small clasts or thin layers of dust reduced the cliff albedo (resulting in increased 

melt). Liquid precipitation events were effective at ‘washing’ this thin debris cover from the 

cliff surface and increasing its albedo, whilst snow events had a similar effect. 

• The presence of slightly thicker, often patchy debris at the cliff surface and the active reburial 

of parts of the cliffs reduced melt via the debris insulating effect.  

Ultimately, our results confirmed that the connectivity between ice cliffs and supraglacial hydrology 
(streams, ponds) exerts an important control on rates and patterns of cliff expansion and reburial, and 
that the relevant processes and feedbacks need to be accounted for in contemporary ice cliff energy 
balance models to better constrain cliff melt and the long-term surface evolution of debris-covered 
glaciers. 
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2.8. Code availability 

The Python scripts to automate the processing of the time-lapse images to DEMs, and the R scripts to 
calculate melt will be made available on Zenodo and GitHub upon acceptance of the manuscript. 

 

2.9. Data availability 

DEMs, orthoimages and melt rasters will be made available on Zenodo upon acceptance of the 
manuscript. 
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2.13. Supplementary material 
 

2.13.1.  Workflow of the DEM processing with time-lapse photogrammetry 

From the reference image sets we exported all optimized camera information (xyz position, pose and 
lens parameters) as well as the camera-specific, pixel-based locations of a series of ‘pseudo’ GCPs 
(PGCPs) which took the form of boulders and other distinctive features located on stable background 
terrain (Fig. 4). We used 21 PGCPs for Langtang and 14 for 24K. A majority of these PGCPs were 
located on the inside of the opposite lateral moraine of each glacier, as this was the closest ‘stable’ 
terrain to the survey domains. We were careful to select boulders that showed limited movement by 
ensuring that the distance in the images between the boulder and crest did not change over the time-
lapse period. This therefore limited the possible influence of moraine collapse or slumping on the 
robustness of these features in the SfM workflow (Van Woerkom et al., 2019). 

The accuracy of the PGCP position and camera parameters (location and pose) are important for the 
uncertainty of the final results. We optimized these accuracy values to minimize the bias in elevation 
over background stable terrain (Table S1, S2). As an initial estimate, we used the values provided by 
Agisoft Metashape (for PGCP position accuracy and lens parameters) and measurements of camera 
positions (with dGPS) and viewing angles conducted at the start and the end of the survey periods. The 
vertical position of the camera along the mast did not change by more than five centimeters, and the 
camera pose parameters by less than 5°, although this may have been temporarily exceeded during the 
observation period if wind speeds were very high.  

In step 3 (Fig. 3), all the weekly image sets were processed semi-automatically in Agisoft Metashape, 
using the Agisoft Python API, following a 3-step workflow. In the first (fully automated) step the image 
sets were imported, along with the reference camera parameters, and underwent an initial bundle 
adjustment and camera lens parameter optimization without PGCPs. In a second (manual) step, the 
PGCP positions and their associated accuracies were imported and the position of the PGCPs was 
manually adjusted in each image. In the third (fully automated) step the camera parameters were 
optimized after incorporating PGCP locations, and the final estimates of camera location and pose were 
used to build a final dense point cloud, which was then used to create a DEM and orthoimage. 

 

Table 2.S1: Optimized accuracy of the different camera parameters for DEM processing with Agisoft 
Metashape. 

Site Number of 
cameras 

Optimized position accuracy (m) Camera pose parameters accuracy (°) 

X, Y Z Yaw Pitch Roll 

24K 4 0.1 0.5 5 5 5 

Langtang 8 0.1 0.5 5 5 10 
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Table 2.S2: Optimized accuracy of the PGCP position for DEM processing with Agisoft Metashape. 
The accuracy of the PGCPs is interpreted as a weighing coefficient describing the confidence we have 
in the PGCP position, therefore only the relative value between control points matters. 

Site Number of PGCPs Optimized X, Y, Z position 
accuracy range (m) 

24K 14 [0.1;0.5] 

Langtang 21 [0.1;50] 

 

Table 2.S3: Characteristics of the DEM time-series for Langtang and 24K. 

Site Number of 
cameras 

Survey 
period 

Number 
of 

DEMs 

DEM 
resolution (m) 

Maximum bias over background 
stable terrain (m) 

24K 4 08/06/2019-
12/10/2019 

19 0.24 0.05 

Langtang 8 12/05/2019-
01/11/2019 

25 0.20 0.2 

 

 

Figure 2.S1: Melt calculation from two DEMs. 
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Figure 2.S2: Brightness calculation for Langtang (A, C) and 24K (B, D). The boxes in the images 
represent the area over which the cliff brightness was calculated (pink) relative to the debris (orange). 
(C-D) Resulting brightness patterns averaged tri-weekly for Langtang and bi-weekly for 24K. The lines 
show the average brightness over the different periods and the shaded areas represent the standard 
deviation. Higher values at the beginning and the end of the study period on Langtang coincide with a 
higher frequency of snow events. The vertical dashed lines show when the images were taken. 

 

Table 2.S4: Average cliff daily melt rate (m w.e.day-1) for each surveyed cliff from the flow-corrected 
Pléiades (for Langtang), UAV (for 24K), as well as from the measured and modeled melt from the 
time-lapse time series. The UAV and Pléiades melt was calculated perpendicular to the slope of the 
initial DEM, as described in Section 5.4. Melt values were then integrated spatially (and temporally 
for the melt derived from the time-lapse), accounting for the cliffs’ slope, to calculate the total volume 
losses. For the pre- and post-monsoon DEMs this spatial integration was conducted over 4 different 
domains: 1) the intersection of the cliff outlines in the pre and post-monsoon, 2) the pre-monsoon 
outlines only, 3) their union and 4) their union with a 4m buffer. The modeled melt was calculated 
using a fully static model and using the static model with the geometry update from the time-lapse 
DEMs. The total volumes were then normalized by the domain area, and by the mean cliff planimetric 
area for the time-lapse values. 

 

Melt  

(m w.e.day-1) 

Pre- and post-monsoon DEMs 

(Langtang: 2m Pléiades, 24K: 0.12m UAV) 

Time-lapse DEMs 

Intersection Initial 
outlines 

Union Union  

+ 4m 

Modeled 
(static) 

Measured Modeled 
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buffer 

Langtang Cliff 1 0.020 

-49% 

0.019 

-51% 

0.017 

-56% 

0.017 

-56% 

0.031 

-21% 

0.039 

0% 

0.041 

+5% 

Langtang Cliff 2 0.041 

-16% 

0.042 

-14% 

0.037 

-24% 

0.033 

-33% 

0.037 

-24% 

0.049 

0% 

0.049 

0% 

Langtang Cliff 3 0.045 

-4% 

0.044 

-6% 

0.034 

-28% 

0.032 

-32% 

0.031 

-34% 

0.047 

0% 

0.046 

-2% 

24K Cliff 0.053 

+4% 

0.046 

-10% 

0.041 

-20% 

0.037 

-27% 

0.045 

-12% 

0.051 

0% 

0.053 

+4% 

 

 

Table 2.S5: Total cliff daily melt rate (m3 w.e.day-1) for each surveyed cliff from the flow-corrected 
Pléiades (for Langtang), UAV (for 24K), as well as from the measured and modeled melt from the 
time-lapse time series. The UAV and Pléiades melt was calculated perpendicular to the slope of the 
initial DEM, as described in Section 5.4. Melt values were then integrated spatially (and temporally 
for the melt derived from the time-lapse), accounting for the cliffs’ slope, to calculate the total volume 
losses. For the pre- and post-monsoon DEMs this spatial integration was conducted over 4 different 
domains: 1) the intersection of the cliff outlines in the pre and post-monsoon, 2) the pre-monsoon 
outlines only, 3) their union and 4) their union with a 4m buffer. The modeled melt was calculated 
using a fully static model and using the static model with the geometry update from the time-lapse 
DEMs.  

Melt  

(m3 w.e.day-1) 

Pre- and post-monsoon DEMs 

(Langtang: 2m Pléiades, 24K: 0.12m UAV) 

Time-lapse DEMs 

Intersection Initial 
outlines 

Union Union  

+ 4m 
buffer 

Modeled 
(static) 

Measured Modeled 

Langtang Cliff 1 0.4 

-90% 

2.0 

-49% 

3.7 

-5% 

5.3 

+36% 

5.3 

+36% 

3.9 

0% 

4.2 

+8% 

Langtang Cliff 2 2.5 

-91% 

23.5 

-15% 

36.5 

+33% 

47.0 

+71% 

20.3 

-26% 

27.5 

0% 

27.7 

+1% 
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Langtang Cliff 3 23.3 

-39% 

51.2 

+34% 

68.5 

+79% 

78.7 

+106% 

35.4 

-7% 

38.2 

0% 

36.9 

-3% 

24K Cliff 51.9 

-47% 

118.5 

-8% 

172.2 

+78% 

225.9 

+131% 

128.8 

+31% 

98.0 

0% 

102.6 

+5% 

 

 

 

Figure 2.S3: Average observed and modeled melt from the time-lapse camera data as a function of 
mean aspect  from the time-lapse DEMs over the full study period for all the cliff focus areas. The bars 
indicate the uncertainty of the measured melt rates. 
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Figure 2.S4: Orthoimages (left panels), modeled (central panels) and observed (right panels) melt 
patterns at the surface of Langtang cliff 1 (outlines in black) for the periods 17/05/2019 - 07/06/2019, 
02/08/2019 - 23/08/2019 and 11/10/2019 - 01/11/2019. 

 

Figure 2.S5: Orthoimages (left panels), modeled (central panels) and observed (right panels) melt 
patterns at the surface of Langtang cliff 2 (outlines in black) for the periods 17/05/2019 - 07/06/2019, 
02/08/2019 - 23/08/2019 and 11/10/2019 - 01/11/2019. 
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Figure 2.S6: Measured and modeled melt (A) and aspect and slope (B) evolution of Langtang Cliff 2. 

 

 

Figure 2.S7: Orthoimages (left panels), modeled (central panels) and observed (right panels) melt 
patterns at the surface of Langtang cliff 3 (outlines in black) for the periods 17/05/2019 - 07/06/2019, 
02/08/2019 - 23/08/2019 and 11/10/2019 - 01/11/2019. 
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Figure 2.S8: Measured and modeled melt (A) and aspect and slope (B) evolution of Langtang Cliff 3. 

 

 

Figure 2.S9: Orthoimages (left panels), modeled (central panels) and observed (right panels) melt 
patterns at the surface of the 24K cliff (outlines in black) for the periods 08/06/2019 - 22/06/2019, 
03/08/2019 - 17/08/2019 and 28/09/2019 - 11/10/2019. 
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Figure 2.S10: Measured and modeled melt (A) and aspect and slope (B) evolution of the 24K cliff. 

 

 

Figure 2.S11: Observed (dark blue) and modeled melt rates of the 24K transect 3 during the whole 
study periods with fixed cliff albedo values of 0.2 (light blue full lines) and 0.3 (purple dashed lines). 
The dark blue patches show the standard deviation of the measured melt rates. 

 

2.13.2. Use of time-lapse photogrammetry approach 

We assembled a custom-built weather-proof time-lapse setup, designed to run fully autonomously for 
several months while taking high-quality images. The setup was relatively expensive (~1900 € per 
camera), with the additional constraint of weight in the field, as each setup represented ~15 kg to carry 
to installation location. These logistical aspects, in addition to the structure-from-motion considerations 
(Mallalieu et al., 2017), constrained the choice of the survey areas considerably. The setup was 
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relatively easy and quick to install in the field once all elements had been brought to the installation 
site, each camera requiring 2-3 hours to be deployed. The cameras all ran without interruption during 
the whole study period, and even longer for the 24K cameras. These were indeed left to run as ‘fixed’ 
stations and were still in excellent condition when last checked in summer 2021, two years after their 
initial installation, despite some observation gaps in the winter due to power shortages caused by limited 
direct sun illumination and snow accumulation on the solar panels. 

The processing of the image sets was fully automated except for the identification of the PGCPs, and 
followed the general workflow proposed by Mallalieu et al., 2017 in Agisoft Metashape. Once all the 
scripts were running in an automated way, the processing of an image set to the DEM and orthoimage 
took between 1 and 1.5 hours, with the main constraint being the manual positioning of the PGCPs 
(Mallalieu et al., 2017). As was to be expected, the measurement errors depended on the distance from 
the cameras, time since the reference image set (Fig. 5), and to some extent the illumination and 
atmospheric conditions (Mallalieu et al., 2017; Smith and Vericat, 2015). Indeed, images with strong 
direct illumination or those which were blurred by local rain events or low clouds usually resulted in 
high biases relative to the reference image sets. However, the higher number of cameras on Langtang 
did not seem to reduce this error, possibly because the viewing angles were too similar (Bemis et al., 
2014). While the spread in the elevation data had a limited influence on our results, we found that the 
systematic error, which we estimated to be +/- 20 cm (+/- 6 cm) at the cliff site for Langtang (24K), 
was the main constraint to study the cliff changes at high temporal frequency. These 1:1500 to 1:5000 
errors are in the low range of previous time-lapse photogrammetry surveys, which were between 1:650 
(Smith and Vericat, 2015), 1:1000 (James and Robson, 2012; Mallalieu et al., 2017) and 1:3500 (Filhol 
et al., 2019), which is likely at least partly related to the quality of the sensors.  

The high-quality DEMs and elevation change measurements resulting from the time-lapse survey 
confirm the robustness of such a setup to monitor surface changes relative to other more expensive 
devices such as TLS (Bemis et al., 2014; Piermattei et al., 2015).  
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Chapter 3: Mapping ice cliffs on debris-covered 
glaciers using multispectral satellite images 

Published in 12/2020 in Remote Sensing of the Environment, authored by M. Kneib*,1,2, E.S. Miles1, S. 
Jola1, P. Buri1, S. Herreid1, A. Bhattacharya3, C.S. Watson4, T. Bolch3, D. Quincey5, F. Pellicciotti1,6 

 

1 High Mountain Glaciers and Hydrology (HIMAL), Swiss Federal Research Institute WSL, 8903 Birmensdorf, 
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Author contribution 

MK, ESM and FP designed the study. MK, SJ and ESM prepared the calibration and validation datasets 
and developed the cliff mapping methods. MK, ESM, PB and SH conducted the comparison analysis 
with other published studies. AB, SCW, TB and DQ provided the Khumbu and Satopanth Pléiades 
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• Transferable and automated mapping of ice cliffs using multi-spectral imagery 
• Mapping cliffs with Spectral Curvature performs well with fine resolution Pléiades. 
• Cliff distribution can be assessed with high confidence from Sentinel-2 images. 
• Objective mapping of cliffs identifies small features that escape manual delineation. 
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3.1. Abstract 

Ice cliffs play a key role in the mass balance of debris-covered glaciers, but assessing their importance 
is limited by a lack of datasets on their distribution and evolution at scales larger than an individual 
glacier. These datasets are often derived using operator-biased and time-consuming manual delineation 
approaches, despite the recent emergence of semi-automatic mapping methods. These methods have 
used elevation or multi-spectral data, but the varying slope and mixed spectral signal of these dynamic 
features makes the transferability of these approaches particularly challenging. We develop three semi-
automated and objective new approaches, based on the Spectral Curvature and Linear Spectral 
Unmixing of multi-spectral images, to map these features at a glacier to regional scale. The 
transferability of each method is assessed by applying it to three sites in the Himalaya, where debris-
covered glaciers are widespread, with varying lithologic, glaciological and climatic settings, and 
encompassing different periods of the melt season. We develop the new methods keeping in mind the 
wide range of remote sensing platforms currently in use, and focus in particular on two products: we 
apply the three approaches at each site to near-contemporaneous atmospherically-corrected Pléiades (2 
m resolution) and Sentinel-2 (10 m resolution) images and assess the effects of spatial and spectral 
resolution on the results. We find that the Spectral Curvature method works best for the high spatial 
resolution, four band Pléaides images, while a modification of the Linear Spectral Unmixing using the 
scaling factor of the unmixing is best for the coarser spatial resolution, but additional spectral 
information of Sentinel-2 products. In both cases ice cliffs are mapped with a Dice coefficient higher 
than 0.48. Comparison of the Pléiades results with other existing methods shows that the Spectral 
Curvature approach performs better and is more robust than any other existing automated or semi-
automated approaches. Both methods outline a high number of small, sometimes shallow-sloping and 
thinly debris-covered ice patches that differ from our traditional understanding of cliffs but may have 
non-negligible impact on the mass balance of debris-covered glaciers. Overall these results pave the 
way for large scale efforts of ice cliff mapping that can enable inclusion of these features in debris-
covered glacier melt models, as well as allow the generation of multiple datasets to study processes of 
cliff formation, evolution and decline. 

 

3.2. Keywords 

Debris-covered glaciers; Supraglacial ice cliffs; Linear Spectral Unmixing; Sentinel-2; Pléiades; 
Automated delineation; Ice cliff inventory 

 

3.3. Introduction 

Debris-covered glaciers are found in all mountain ranges of the world. Despite the insulating effect of 
a thick debris layer (Nicholson and Benn, 2006; Ostrem, 1959) the mass losses of debris-covered 
glaciers have been shown to be higher than predictions from melt models (Anderson et al., 2019a; Brun 
et al., 2019; Gardelle et al., 2013; Kääb et al., 2012; Nuimura et al., 2012; Ragettli et al., 2016a). This 
enhanced mass loss has been partially attributed to the supraglacial features specific to these glaciers, 
namely supraglacial ice cliffs and ponds (Pellicciotti et al., 2015; Salerno et al., 2017). These features 
act as enhanced energy exchange zones, as they are directly exposed to incoming shortwave radiations 
from the sky and longwave radiations from their surroundings (Buri et al., 2016a; Miles et al., 2016), 
unlike the surrounding debris-covered ice. Supraglacial ice cliffs stand out at the surface of debris-
covered glaciers, appearing in the rocky landscape as steep ice slopes sometimes covered by a thin layer 
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of wet dust. Both empirical and numerical modeling studies have shown that ice cliffs melt at an 
enhanced rate (Anderson et al., 2019b; Brun et al., 2018; Buri et al., 2016a, 2016b; Han et al., 2010; 
Juen et al., 2014; Reid and Brock, 2014; Sakai et al., 1998; Steiner et al., 2015; Watson et al., 2017b). 
Cliffs have been observed to melt between 2.5 (Brun et al., 2018) and 35 (Sakai et al., 1998) times more 
than the surrounding debris-covered ice. As a result, they are important contributors to the mass loss of 
debris-covered glaciers, and can account for 20-40% of melt in the debris-covered area despite typically 
covering less than 10% of this area (Anderson et al., 2019b; Brun et al., 2019; Immerzeel et al., 2014; 
Pellicciotti et al., 2015; Sakai et al., 2002; Thompson et al., 2016). Ice cliffs are active features and can 
evolve, appear or disappear rapidly (Buri and Pellicciotti, 2018; Steiner et al., 2019), and past studies 
to assess their distribution have been challenged by the difficulty of mapping these features (Steiner et 
al., 2019; Watson et al., 2017a). Improved understanding of the spatial distribution and temporal 
evolution of cliffs is required to assess their role and melt contribution at the glacier and regional scales, 
but requires a mapping scheme that is consistent, automated and transferable. 

The availability of a growing number of satellite images of different spatial resolution and spectral 
properties now allows the development of new methods based on multi-spectral analysis. Here we test 
three new methods based on multi-spectral images with the aim to map ice cliffs at the surface of debris-
covered glaciers in an automated, transferable and objective way. Transferability between sites and 
images is assessed by applying all three methods to three debris-covered glaciers of the Central and 
Eastern Himalaya with varying lithology, altitude range and climatic settings. The images used 
correspond to distinct periods of the monsoon-affected melt season (Shea et al., 2015) to ensure 
transferability of the methods between different climatic conditions. We also test transferability 
between sensors by comparing results from near-contemporaneous Pléiades and Sentinel-2 scenes for 
each site. Finally, we compare our three approaches with existing semi-automated and automated 
mapping methods. 

 

3.4. Background 

Despite their implications for ablation, few studies have assessed ice cliff characteristics, spatial 
distribution and temporal evolution at the scale of an entire glacier (Steiner et al., 2019; Thompson et 
al., 2016; Watson et al., 2017a). Most previous studies have identified cliffs using manual delineation, 
which is the most common cliff mapping approach (Brun et al., 2018; Buri and Pellicciotti, 2018; Han 
et al., 2010; Juen et al., 2014; Steiner et al., 2019; Thompson et al., 2016; Watson et al., 2017a), and is 
also needed to train and evaluate semi-automated and automated mapping approaches (Anderson et al., 
2019a; Herreid and Pellicciotti, 2018; Kraaijenbrink et al., 2016b). Manual delineation of cliffs is based 
on the expert knowledge of the operator who can identify cliffs with varying shapes and surface 
characteristics reasonably accurately. However, it is a repetitive and time-consuming task and one that 
can be biased by an erroneous representation of a cliff leading to misinterpretation of the information 
contained in the remote sensing product, and can therefore be qualified as subjective. Furthermore, the 
quality of the manual cliff outlines will vary across a scene due to operator fatigue, surface properties 
and illumination.  It sometimes requires several operators to validate the outlines and reduce the 
delineation bias (e.g. Anderson et al., 2019a; Steiner et al., 2019). The manual delineation suffers from 
variability in cliff illumination, which partly conceals the cliffs in their own shadows. This can be dealt 
with by delineating only the top of the cliffs (Thompson et al., 2016; Watson et al., 2017a), but results 
in reduced information regarding their geometries.  
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More objective and less time consuming methods have been sought using classification criteria based 
on the slope (Herreid and Pellicciotti, 2018; Reid and Brock, 2014) or on the spectral signatures 
(Anderson et al., 2019b; Kraaijenbrink et al., 2016b) of ice cliffs. The slope-based approaches rely on 
elevation data from a Digital Elevation Model (DEM) and are based on the assumption that debris 
cannot be sustained above a certain slope value. This threshold can be taken as a fixed value (Reid and 
Brock, 2014), but the stability of supraglacial debris depends on many other factors including water 
content, shape of the slope or status of the base of the slope (Moore, 2018). Surface slope thresholds 
thus depend on the glacier, climatic and geomorphological settings, and the transferability of this 
approach from site to site can be improved by automatically selecting threshold values (Herreid and 
Pellicciotti, 2018). Due to the steep, sometimes overhanging cliff faces and their narrow shapes, this 
approach requires fine resolution DEM products (≤ 5m) and will be affected by DEM spatial resolution, 
even though efforts have been made to take into account areas at the ends of the cliffs where the slope 
signal is saturated (Herreid and Pellicciotti, 2018). 

Alternatively, studies have tried to reproduce the classification of cliffs as made by the expert’s eye by 
disentangling the spectral signature of cliffs from the surrounding debris and supraglacial ponds 
(Anderson et al., 2019b; Kraaijenbrink et al., 2016b). These approaches are challenged by the varying 
and often heterogeneous nature of the cliff surface, from thinly debris-covered to bright bare ice and 
penitents (Fig. 3.1). An attempt was made using object-based image analysis (OBIA) applied to high 
spatial resolution UAV data (Kraaijenbrink et al., 2016b). Although the OBIA results are promising, 
they were limited to a small portion of Langtang glacier with homogeneous cliff surface characteristics 
(Fig. 3.1). Transferability of the complex training and classification scheme to other sites or coarser 
data is thus questionable, and probably requires new training datasets for each new scene (Kraaijenbrink 
et al., 2016b). The OBIA approach is initiated by the segmentation of the image into near-homogeneous 
groups of pixels, and Mölg et al., (2020, 2019) exploited this initial segmentation to  reduce the 
subjectivity and workload of the manual delineation approach, even though considerable work remains 
to identify the cliff objects and adjust the outlines. A simpler approach successfully used the changes 
in brightness to pick out cliffs from the surrounding debris on one Alaskan glacier (Anderson et al., 
2019a), but this requires scenes with little shading and new training data for each new scene due to the 
varying nature of the cliffs and debris, even at the scale of one glacier (Fig. 3.1). Furthermore, this 
method is based on the assumption that cliff brightness is lower than the brightness of the surrounding 
debris, which is not the case when there is bare ice at the cliff surface, or when the debris is wetted (Fig. 
3.1, Anderson et al., 2019). All these approaches can be qualified as ‘semi-automated’ since they rely 
on empirical thresholds that are optimized for a scene and may be more or less transferable to other 
scenes, as compared with the adaptive slope threshold approach which determines threshold values 
internally and is therefore fully automated (Herreid and Pellicciotti, 2018). 
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Figure 3.1. Examples of ice-cliffs on Khumbu (A-C) and Langtang glaciers (D-F), highlighting the 
variability in surface character. The outlines show supraglacial cliffs (orange) and ponds (blue). 

Here, we start from the hypothesis that multi-spectral information can be exploited in alternative ways 
to map cliffs in a robust manner that is transferable, objective and semi-automated. Spectral indices 
based on simple band ratios have a rich history in producing binary maps of target features, and have 
proven successful for snow or ice (e.g. Girona‐Mata et al., 2019; Paul et al., 2016), water bodies (e.g. 
Huggel et al., 2002; Watson et al., 2018) and debris (e.g. Casey et al., 2012; Pope and Rees, 2014) in 
similar environments. Linear spectral unmixing (LSU), an approach that decomposes the measured 
spectrum of each pixel of an image as a linear combination of the spectral end-members of its 
constituent surfaces, can make use of the increasing amount of information contained in modern satellite 
products for improved mapping (e.g. Keshava and Mustard, 2002). This method has been especially 
successful when applied to features with a highly mixed signal (e.g. Kopačková and Hladíková, 2014; 
Vikhamar and Solberg, 2003). 

Cliff mapping is needed at different spatial and temporal scales. At the glacier scale, fine spatial 
resolution imagery is preferable to accurately assess cliff distribution and evolution, in order to 
understand the cliff dynamics in detail. At the larger scale, such as as required to inform regional melt 
modeling, an estimate of cliff coverage from coarser imagery may be adequate, if its bias is known. 
This dataset needs to rely on images that are freely available over large areas. Here we develop and 
assess the potential of methods that can be used for both research questions. Two distinct types of multi-
spectral satellite imagers are suited to these distinct objectives: commercial platforms with a limited 
number of spectral bands but an extremely fine spatial resolution such as WorldView (Anderson et al., 
2019b) or Pléiades (e.g. Berthier et al., 2014) , and freely available products with coarser spatial 
resolution but more spectral information, like Landsat or Sentinel-2. To address these objectives in a 
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manner that allows comparison between methods we use near-contemporaneous scenes from Pléiades 
and Sentinel-2 and consider the tradeoffs of spatial and spectral resolution between these data sources. 

 

3.5. Data and Methods 

3.5.1. Multi-spectral data 

We first apply the cliff delineation methods to three Pléaides acquisitions covering three different areas 
of the Himalaya encompassing one or more debris-covered glaciers (Fig. 3.2). One scene is from the 
pre-monsoon (May), one is from the beginning of the monsoon (June) and the third one is from the 
post-monsoon season (September, Fig. 3.2). We also apply the cliff delineation to three Sentinel-2 
images taken within a week of the Pléiades scenes to avoid major changes in conditions and in the 
surface topography of the glacier, and using the same extents (Fig. 3.2, Table 3.S1). Snow- and cloud-
covered areas are discarded manually from the analysis (Fig. 3.2). The Pléiades and Sentinel-2 sensors 
sample the visible and near infrared spectrum, with a few observations at longer wavelengths in the 
case of Sentinel-2. Pléiades has a ground resolution of ~2 m for the multi-spectral orthoimages. For 
Sentinel-2 we use the four 10 m resolution bands that coincide with the four Pléiades bands in terms of 
central wavelength, as well as the six 20 m resolution bands (Table 3.S2).  

 

Figure 3.2. False-color composites of the six scenes used in this study. In the lower left, Pléiades (B) 
and Sentinel-2 (C) images of Satopanth (to the south) and Bhagirati Kharak (to the north) Glaciers. In 
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the upper right, Pléiades (D) and Sentinel-2 (E) images of Langtang Glacier. In the lower right, 
Pléiades (F) and Sentinel-2 (G) images of Khumbu Glacier. Areas where we apply the delineation 
methods are outlined in yellow, and correspond to snow- and cloud-free debris-covered areas in the 
corresponding Pléiades and Sentinel-2 scenes. Pléiades, 16 May 2016, 29 Sep 2018, 14 Jun 2019 © 
CNES (2016, 2018, 2019), and Airbus DS (2016, 2018, 2019), all rights reserved. 

The Pléiades images were stereo-processed to generate 2 m resolution DEMs and orthorectified multi-
spectral images using Rational Polynomial Coefficients (RPCs) with the AMES stereo pipeline (Beyer 
et al., 2018; Shean et al., 2016) for the Langtang scene, and with the Semi Global Matching (SGM) 
correlation algorithm (Hirschmüller, 2007) for the Satopanth scene. The Khumbu Pléiades image 
(16/05/2016) was processed to a 2 m resolution orthorectified multi-spectral image using the 
photogrammetry module of ERDAS Imagine 2015 software. The acquisition was not stereo so it was 
orthorectified using an earlier DEM generated from stereo Pléiades imagery (07/10/2015). The image 
RPCs and eight ground control points were used for georeferencing. The multi-spectral images were 
then processed to surface reflectance using the GRASS GIS (Neteler et al., 2012) i.atcorr tool, which 
uses the 6S radiative transfer algorithm (Kotchenova et al., 2006; Vermote et al., 1997). For the 
Sentinel-2 data, the images were corrected to surface reflectance using the MAJA atmospheric 
correction processor (Hagolle et al., 2015). 

 

3.5.2. New cliff mapping approaches 

We develop three new approaches (Fig. 3.3) to map cliffs on debris-covered glaciers. As cliffs are often 
associated with supraglacial ponds (Steiner et al., 2019; Watson et al., 2017a), mapping them 
successfully also requires the separation of partially frozen ponds from cliffs, and careful delineation of 
the cliff-pond boundary in joint systems. Therefore, supraglacial ponds are also delineated as part of 
each approach. As the shape and size of cliffs can vary widely (Fig. 3.1), we avoid excessive 
morphological filtering that could bias the results and use the same basic morphological filters for all 
approaches to make the results directly comparable. We discard cliffs and ponds of size less than or 
equal to 5 pixels (20 m2) for the Pléiades and 1 pixel (100 m2) for the Sentinel-2 imagery, reflecting 
likely spectral mapping errors (Salerno et al., 2012; C. S. Watson et al., 2016). We also morphologically 
fill the ponds, to account for partially frozen ponds with ice in the center.   
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Figure 3.3. Flowcharts of the Spectral Curvature (SC), Linear Spectral Unmixing (LSU) and Linear 
Spectral Unmixing with scale (LSU-s) cliff delineation approaches. T & F stands for thresholding and 
morphological filtering. The Sentinel-2 images are not stereo-processed. 

 

3.5.2.1. Spectral Curvature (SC) 

Ice cliffs can be highly variable in their surface condition (Herreid and Pellicciotti, 2018). Although 
literature tends to characterize them as ‘exposed’ glacier ice, they are often covered by a thin veneer of 
debris. They also experience enhanced melt when not covered by snow, leading to a wetted, dirty ice 
appearance in the melt season (Fig. 3.1). We therefore expect the spectra of the cliffs’ pixels to be a 
mixture of ‘pure’ spectra of ice, water and debris in varying proportions. The rock debris component 
can also have varying reflectance values depending on factors such as its composition or water content. 
A study of the mineral content of the debris on the Ngozumpa and Khumbu glaciers showed varying 
values of reflectance depending on the lithology (Casey et al., 2012, Fig. 3.4), but the spectra of rock 
debris in the visible and near infra-red are generally relatively flat with a small positive slope (Fig. 3.4). 
This contrasts strongly with the spectra of ice and water, which despite different reflectance values, 
both have a concave shape in the visible range (Fig. 3.4). The values for ice are typically higher than 
for water, although varying turbidity of supraglacial ponds can increase brightness (Kraaijenbrink et al., 
2016b; Wessels et al., 2002), confounding simple classifiers. The shape and values of the cliff spectra 
may vary considerably depending on its surface characteristic, water content, and mineral composition 
of the debris veneer (Fig. 3.1). A cliff with a bare ice surface should have high reflectance values for 
visible bands but lower reflectance in the near infra-red wavelengths, as for glacier ice (Paul et al., 
2016), while this contrast can be attenuated if the cliff is covered by a thin debris layer (Fig. 3.4). 
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Figure 3.4. Spectra of various surface types encountered on debris-covered glaciers, digitized from 
Casey et al., 2012; Kääb et al., 2014; Matta et al., 2017. The blue and red shaded zones correspond 
respectively to the Pléiades and Sentinel-2 bands with the central wavelength outlined.  

We first take advantage of the 0.6 µm reflectance peak that is evident in the spectral signature of water 
in the visible range (Fig. 3.4) to map the supraglacial ponds using the Normalized Difference Water 
Index (NDWI) (Fig. 3.5), a metric used to map water bodies (McFeeters, 1996) and that was previously 
applied successfully to map lakes and ponds on debris-covered glaciers (Bolch et al., 2008; Gardelle et 
al., 2011; Huggel et al., 2002; Liu et al., 2015; Miles et al., 2018a; Watson et al., 2018; Wessels et al., 
2002): 

(Eq. 3.1)    NDWI =  R(λ2) − R(λ4) 
R(λ2) + R(λ4)

 

Where R(λi) is the reflectance value at the central wavelength λi. λ1, λ2, λ3, λ4 correspond to the four 
Pléiades bands in an ascending order and to the corresponding Sentinel-2 Bands 2, 3, 4 and 8 (Fig. 3.4, 
Table 3.S2).  Water bodies have higher NDWI values than cliffs because the reflectance in the near 
infrared is lower than for ice. We define the supraglacial ponds as the pixels with a NDWI higher than 
a certain threshold TNDWI, which is optimized for each scene (see Section 3.5.3): 

(Eq. 3.2)    Ponds =  NDWI >  TNDWI 

We then assess if the remaining pixels correspond to debris or cliffs by using the curvature C of the ice 
cliff spectra (Jia et al., 2019; Lee and Carder, 2000; Fig. 3.5), which is less pronounced than for pure 
ice or water but highlights the curved cliff spectra relative to the flat debris spectra (Fig. 3.4): 

(Eq. 3.3)    C =  R(λ4) + R(λ1)− (R(λ2) + R(λ3)) 
∑ R(λi)4

i = 1
 

Since the absolute value of the curvature varies across the glacier depending on the cliff characteristics, 
we first filter the curvature by calculating the difference to the median over a moving window of 100 
by 100 meters. The size of the area is chosen so that a majority of pixels within this zone are debris-
covered. We then identify the cliffs as the pixels with a filtered curvature Cfilt lower (more negative) 
than a certain threshold Tcurv, which is optimized for each scene (see Section 3.5.3):  
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(Eq. 3.4)     Cliffs =  Cfilt  <  Tcurv 

 

Figure 3.5. Sampled spectra of ice, water, light and dark debris from the Khumbu Pléiades (A) and 
Sentinel-2 (E) images for the red, green, blue and near infrared bands. The black lines correspond to 
the spectra of two randomly chosen dark (plain line) and bright (dashed line) cliffs. We also show a 
subset of the Pléiades false color composite image (blue, green and near infrared bands) (B) along with 
its NDWI (C) and Curvature (D) maps and the Sentinel-2 false color composite image (blue, green and 
near infrared bands) of the same area (F) with its NDWI (G) and Curvature (H) maps.  

  

3.5.2.2. Linear Spectral Unmixing 

The LSU approach aims to provide the composition of each pixel based on its spectral signature, and 
can make use of the information contained in a large number of bands, while an approach using spectral 
indices is usually limited to three or four bands. In the case of Sentinel-2, additional information can be 
obtained from the six 20 m resolution bands, Bands 5, 6, 7, 8A, 11 and 12 (Fig. 3.4, Table 3.S2). For 
this purpose, we re-sample these to 10 meters using a nearest-neighbor approach, and apply the LSU to 
the ten resulting bands. 

The LSU decomposes the spectrum of each pixel in the image as a linear combination of a set of pure 
spectral end-members. The coefficients of the linear combination can be interpreted as the abundance 
values of each of the spectral end-members in the image (Keshava and Mustard, 2002; Kopačková and 
Hladíková, 2014; Vikhamar and Solberg, 2003). These spectral end-members can be hand-picked 
directly from within a scene, at locations where it is assumed that the pixel is only composed of one of 
these pure elements. These surface reflectance values should be identical from one image to the other, 
and differences should reflect differences in surface composition. In all the following LSU and LSU 
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with scale (LSU-s) delineations applied to the Pléiades images we use the same spectral end-members 
extracted from the May 2016 Khumbu image. Similarly, for all Sentinel-2 scenes we use the same 
spectral end-members extracted in the Khumbu May 2016 Sentinel-2 image, at the same locations as 
the Pléiades spectral end-members. To extract these spectral end-members we manually select five 
pixels for each of the pure elements as our spectral end-points and take the average after confirming 
that the reflectance values are consistent between samples (Vikhamar and Solberg, 2003). For water, 
we sample non-frozen lakes outside of the glacier extents to avoid variations due to turbidity. Shallower 
lakes and presence of ice at the bottom can lead to a 60% increase in surface reflectance for on-glacier 
lakes (Fig. 3.S1A), but the shape of the spectrum is preserved, so the impact on the LSU is assumed to 
be limited. For ice, we sample bare ice patches in the ablation area with no identifiable surface dust. 
We use two spectral end-members for the debris to represent distinct lithologies, one for the light brown 
granitic debris that covers much of Khumbu Glacier and across the region (Hambrey et al., 2009) and 
one for the darker schistic debris which is predominant in the upper central area of Khumbu Glacier 
(Casey et al., 2012) and in some locations of the Langtang and Satopanth glaciers (Fig. 3.2, Fig. 3.S1C). 
For the light debris, we sample the side moraines and dry debris deposits while for the dark debris we 
sample the debris in the upper central area of Khumbu.  

The spectrum of each pixel in a multi-spectral image can be expressed as a linear combination of these 
spectral end-members (Keshava and Mustard, 2002; Kopačková and Hladíková, 2014; Vikhamar and 
Solberg, 2003). For each pixel, the reflectance of each band can be expressed as the weighted sum of 
the reflectance values of the spectral end-members for this wavelength (Kopačková and Hladíková, 
2014):  

(Eq. 3.5)    𝑅(𝜆𝑖)  =  ∑ 𝛼𝑗𝑟𝑗(𝜆𝑖)𝑛
𝑗 = 1  

Where 𝑅(𝜆𝑖) is the reflectance at central band wavelength 𝜆𝑖, 𝑛 is the number of spectral end-members, 
𝑟𝑗(𝜆𝑖) are the reflectance values of end-members 𝑗 at band  𝜆𝑖 and the coefficients 𝛼𝑗 are calculated 
using a linear least squares approach to solve the system. The choice of the best coefficients 𝛼𝑗 is 
constrained by imposing positive values: 

(Eq. 3.6)    𝛼𝑗 ≥ 0 

The result is characterized by an error equal to the difference of the initial and calculated spectra. The 
coefficients 𝛼𝑗  of the linear spectral unmixing are scaled so that the sum of the coefficients is equal to 
one: 

(Eq. 3.7)    ∑ 𝛼𝑗′𝑛
𝑗=1 = 1 

Where: 

(Eq. 3.8)     𝛼𝑗′ =  𝛼𝑗

∑ 𝛼𝑘
𝑛
𝑘 = 1

  

The final coefficients 𝛼𝑗′ can then be interpreted as the abundance values of each pure element 
composing the pixel spectrum. The scaling factor 𝑠 = ∑ 𝛼𝑗

𝑛
𝑗=1  gives information on the absolute 

reflectance values in the pixel relative to the reflectance values of the spectral end-members. A high 
scaling factor means that the reflectance values of the initial spectrum are high compared to the 
reflectance values of the spectral end-members that fit the shape best. This would be the case for 
example for a turbid pond (Fig. 3.4), which would be mapped as water but with a high scaling factor to 
account for its higher reflectance.   
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Thus, the results of the linear spectral unmixing are maps of the proportion of each spectral end-member 
within each pixel (Fig. 3.6). We use the water map to delineate supraglacial ponds using a threshold 
value of water 𝑇𝑤𝑎𝑡𝑒𝑟 over which the pixels are considered to be ponds: 

(Eq. 3.9)    𝑃𝑜𝑛𝑑𝑠 =  𝑤𝑎𝑡𝑒𝑟 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 > 𝑇𝑤𝑎𝑡𝑒𝑟  

Once the ponds are delineated, we use a threshold value of ice 𝑇𝑖𝑐𝑒 to map ice cliffs: 

(Eq. 3.10)    𝐶𝑙𝑖𝑓𝑓𝑠 =  𝑖𝑐𝑒 𝑐𝑜𝑛𝑡𝑒𝑛𝑡 > 𝑇𝑖𝑐𝑒  

Both thresholds are optimized for each scene (Section 3.5.3). The ponds often have a non-negligible 
signature of ice in their spectrum so it is important to map them first to avoid them being mapped as 
cliffs.  

 

Figure 3.6. Sampled spectra of ice, water, light and dark debris from the Khumbu Pléiades (A) and 
Sentinel-2 (G) images for all bands. The black lines correspond to the spectra of randomly chosen dark 
(plain line) and bright (dashed line) cliffs. (B). We also show  a subset of the Pléiades false color 
composite image (B) along with its water (C) ice (D), light (E) and dark (F) debris content and the 
Sentinel-2 false color composite image of the same area (H) with its water (I) ice (J), light (K) and dark 
(L) debris content. 

  

3.5.2.3. Linear Spectral Unmixing with scale 

Mapping cliffs with the LSU approach can be challenging, as the ‘ice’ component of the cliff area can 
be small due to their mixed surface composition (Fig. 3.5), and the ‘water’ and ‘ice’ spectral end-
members are not independent  (Fig. 3.4). Furthermore, the reflectance values obtained for bare ice can 
change by more than 100% from site to site depending on the amount of englacial debris, and 
differences in foliation, orientation or density (Fig. 3.S1B). Thus, in this alternative implementation of 
LSU, we consider ice cliffs as falling into two categories: one in which cliffs consist of bare ice and 
snow, exhibiting high reflectance values, and one in which they are lightly debris covered and wet, and 
thus exhibit very low reflectance values. In both cases, the resulting cliff spectrum can be described as 
a combination of water and debris spectral end-members, but only by removing the constraint that 



 

 

  

 

 

 

 

 

 

94 
 

subpixel components must sum to one (Eq. 3.7). In the case of bright cliffs, the required combination 
would sum to much greater than one, corresponding to a high scale factor 𝑠 while dark, thinly debris-
covered cliffs scale factor 𝑠 would be very low. 

Therefore, in this linear spectral unmixing with scale (LSU-s) approach, we only use the pure spectra 
of water, light debris and dark debris for the unmixing, and use the scale map 𝑠 as an additional criterion 
to map cliffs (Fig. 3.7). As 𝑠 varies proportionally to one, we take the logarithm of its value and filter 
it similarly to the Spectral Curvature by subtracting the value of the median calculated over a 100 by 
100 meters moving window. The cliffs are then delineated first, using two scale thresholds, 𝑇𝑏𝑟𝑖𝑔ℎ𝑡 for 
the bright cliffs and 𝑇𝑑𝑎𝑟𝑘 for the dark cliffs: 

(11)    𝐶𝑙𝑖𝑓𝑓𝑠 =  (𝑙𝑛(𝑠)  < 𝑇𝑑𝑎𝑟𝑘)  |  (𝑙𝑛(𝑠)  > 𝑇𝑏𝑟𝑖𝑔ℎ𝑡) 

In a second step, the ponds are delineated using a NDWI threshold. A simple water threshold based on 
the ratio of the near infrared and the green bands was also tested for the ponds but the results were never 
as good as those obtained with the NDWI. 

 

 

Figure 3.7. Sampled spectra of ice, water, light and dark debris from the Khumbu Pléiades (A) and 
Sentinel-2 (G) images for all bands. The black lines correspond to the spectra of randomly chosen dark 
(plain line) and bright (dashed line) cliffs. (B). We also show a subset of the Pléiades false color 
composite image (B) along with its NDWI (C) filtered scale (D) maps, light (E) and dark (F) debris 
content and the Sentinel-2 false color composite image of the same area (H) with its NDWI (I) filtered 
scale (J) maps, light (K) and dark (L) debris content.  

 

3.5.3. Optimization 

We evaluate the results of the different mapping methods against a set of manually delineated cliffs and 
ponds. In each of the Pléiades scenes, we manually outline a subset of 20-40 cliffs and 25-30 ponds of 
different surface characteristics to serve as a validation dataset. Illumination conditions or high-density 
cliff zones make it difficult to pick out the individual features, so we only outline features for which our 
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confidence in the manual delineation is high (Fig. 3.8B). We then define a test area with a fifty-meter 
buffer around all mapped features and manually map the remaining features within this buffer zone 
(Fig. 3.8C). These buffers maintain a balance between the proportion of cliff or pond and debris in the 
area tested. The outlines were checked independently by a second operator who modified them when 
deemed necessary. The test area thus defined corresponds to 5% to 13% of the total area where we 
applied the cliff delineation methods and is distributed across the entirety of the study glaciers to 
exclude bias due to particular conditions (Fig. 3.S2, S3, S4). 

The results of each cliff mapping method are compared to the manual results for the full test area, for 
both cliff and pond outputs. Each pixel within the buffer zones is then categorized as true positive, true 
negative, false positive or false negative as part of the confusion matrix for both pond and cliff 
coverages, in order to quantify our results (Fig. 3.8D). The best threshold parameters are determined by 
optimizing the Dice coefficient defined as: 

(Eq. 3.12)    𝐷𝑖𝑐𝑒 =  2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

 

Where 𝑇𝑃 is the number of true positive pixels, 𝐹𝑃 the number of false positive pixels and 𝐹𝑁 the 
number of false negative pixels. As such, the Dice coefficient penalizes both missing cliff pixels and 
debris pixels falsely detected as cliff, and is not biased by 𝑇𝑁, the number of true negative pixels (Buri 
et al., 2016a; Dice, 1945; Rittger et al., 2013). This contrasts with metrics such as the accuracy (Eq. 
3.13) which produces a value with direct meaning (the portion of correctly mapped pixels), but which 
can lose meaning for mapping low-density features. As the cliff or pond area is generally small 
compared to the debris area in the buffer zones (less than 10% of area), the number of true negative 
pixels is usually high, and results in high accuracy values regardless of the false negative and positive 
values:  

(Eq. 3.13)    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑁 + 𝑇𝑃
𝑇𝑁 + 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

 

Manually mapping cliffs in the Sentinel-2 images is difficult and highly uncertain due to the coarse 
spatial resolution of the sensor, so we instead degrade the validation datasets derived from the 
corresponding Pléiades scenes. The Pléiades and Sentinel-2 images are first co-registered using a 
normalized cross-correlation approach with ImGRAFT (Messerli and Grinsted, 2015) by taking the 
average displacement value to translate the Sentinel-2 image. We then degrade the Pléiades validation 
dataset to the Sentinel-2 resolution of 10 meters, and reclassify as cliffs or ponds the pixels that contain 
more than 50% of the original cliff or pond coverage. 

 



 

 

  

 

 

 

 

 

 

96 
 

Figure 3.8. Producing the cliff validation dataset and evaluating results, showing the original Pléiades 
Khumbu 2016  false color composite image (A), manual delineation of high-confidence cliffs (B),  the 
‘test area’ as a 50 m buffer around the cliff and manual delineation of the remaining cliffs within that 
area (C), and comparison of results (pixels colored in pink) with the validation dataset (yellow outlines) 
by counting true positives, true negatives, false positives and false negatives (D). 

 

3.5.4. Application of other existing methods 

We compare our SC, LSU and LSU-s approaches with other existing methods by applying these to the 
Langtang and Satopanth Pléiades 2 m multi-spectral images or DEMs when required, using the same 
parameters as in the original studies as much as possible. No DEM is available for the Khumbu scene 
so we do not test the slope-based methods for this scene. We test: 1) a fully automated adaptive slope 
threshold (AST) approach that also extends the narrowing ends of cliffs (Herreid and Pellicciotti, 
2018), 2) a semi-automated simple slope threshold (SST) approach (Reid and Brock, 2014), 3) a semi-
automated adaptive binary threshold (ABT) approach (Anderson et al., 2019b), and 4) an OBIA 
segmentation combined with a manual delineation (OBIA-m) (Kraaijenbrink et al., 2016b; Mölg et 
al., 2019, 2020). For the automated AST, we use the same set of initial parameters as applied on Canwell 
and Ngozumpa glaciers (Herreid and Pellicciotti, 2018). Due to computational limitations we run this 
approach using DEMs bilinearly re-sampled to 5 m resolution, as in the original study. For the semi-
automated SST and ABT approaches (Anderson et al., 2019b; Reid and Brock, 2014), we recalibrate 
the parameters for each image as for our own methods. For the ABT, we emulate the original 
implementation by defining the brightness as the mean value of the four bands, and we consider as cliff 
the pixels for which the difference between brightness and mean brightness across a certain window is 
lower than a certain threshold (Anderson et al., 2019b): 

(Eq. 3.14)   𝐶𝑙𝑖𝑓𝑓𝑠 =  (𝐵𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 −  𝑚𝑒𝑎𝑛 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠)  < 𝑇𝑜𝑓𝑓𝑠𝑒𝑡 

We optimize the window size along with the brightness threshold. As a result, the ABT approach we 
test here also has less parameters than in the original study (Anderson et al., 2019b). For the OBIA-m 
approach (Kraaijenbrink et al., 2016b) we use the open-source software SAGA GIS to segment the 
multi-spectral image (Conrad et al., 2015). We do not reproduce the classification step detailed in the 
original study (Kraaijenbrink et al., 2016b), but rather use a manual delineation applied to the results of 
the segmentation step (Mölg et al., 2020, 2019). Results of each method are assessed against the same 
validation datasets that we use for all three scenes. We also take into account the results provided in the 
different studies and express them in terms of Dice coefficient to make them comparable.  

 

3.6. Results 

3.6.1. Spectral Curvature 

Using the NDWI and Curvature, we obtain maximum values of the Dice coefficient between 0.85 and 
0.9 for ponds for the three scenes (Fig. 3.9A) and between 0.50 and 0.69 for cliffs (Fig. 3.9B) for the 
Pléiades image. For Sentinel-2, the maximum Dice coefficient is also high for ponds, between 0.78 and 
0.89, but lower for cliffs, between 0.44 and 0.45 (Fig. 3.9D-E). The peaks in Dice coefficients are 
obtained for very similar threshold values in each image, and more broadly speaking, there are 
consistent ranges of values for which the Dice coefficient is close to its maximum value in all three 
images for both cliffs and ponds of both the Pléiades and the Sentinel-2 images. For cliffs in the Pléiades 
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images, this happens for filtered Curvature between -0.04 and -0.02. There is a slight shift in NDWI for 
Khumbu (Fig. 3.9A, D), where there is a lot more dark, wetted debris, which tends to also have higher 
NDWI values (Fig. 3.5). For this image, the range of values maximizing the Dice for cliffs is also shifted 
to slightly higher values and the maximum Dice is lower than in the other images (Fig. 3.9B). Overall, 
the areas mapped based on Sentinel-2 data are in good agreement with those based on Pléiades but the 
cliffs do not stand out as clearly (Fig. 3.9C, F). 

 

3.6.2. LSU 

Applying LSU to the Pléiades images, we obtain maximum Dice coefficients ranging between 0.60 and 
0.88 for ponds and between 0.12 and 0.49 for cliffs (Fig. 3.9G-H). For Sentinel-2, the maximum Dice 
ranges between 0.55 and 0.62 for ponds, and between 0.16 and 0.49 for cliffs. Furthermore, the range 
of optimal NDWI and curvature values changes from one image to the other. We obtain low Dice values 
for Khumbu ponds, while for Langtang and Satopanth, very low optimal threshold values show that all 
pixels with any water content are categorized as ponds (Fig. 3.9G). Thus, for Satopanth and Langtang 
all the cliffs are mapped as ponds and cannot be characterized properly by an ice threshold (Fig. 3.9H). 
For the Khumbu image, the thinly debris-covered cliffs are mapped as debris and only the bare ice 
patches are categorized as cliffs (Fig. 3.9I). Similar results are observed for the Sentinel-2 images, 
although with some improvement in the Dice values for the cliffs (Fig. 3.9J-L). 

 

3.6.3. LSU-s 

For the LSU-s approach we obtain Dice coefficients ranging from 0.61 to 0.83 for ponds (Fig. 3.9M) 
and from 0.38 to 0.53 for cliffs (Fig. 3.9N) using the Pléiades images. For Sentinel-2, the maximum 
Dice coefficient is between 0.58 and 0.75 for ponds, and between 0.51 and 0.52 for cliffs. As with the 
SC results, there are ranges of values that maximize the Dice for each of the images, especially for 
Sentinel-2. For the cliffs, the main control on the results comes from the lower scale threshold. As 
long as the upper scale threshold is around 0.20, the change in Dice values is relatively small except 
for Khumbu where bright cliffs are prevalent (Fig. 3.9N, Q). The Khumbu Dice curve for cliffs is 
flatter for low values of lower scale threshold, highlighting that ‘dark’ cliffs have very low scale 
values in this image. The ponds are mapped after the cliffs here, and NDWI mapping results are 
slightly different from the ones obtained with the SC approach with a decrease of the maximum dice 
coefficients by 0.1 to 0.3 (Fig. 3.9A, D, M, P).  
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Figure 3.9. SC, LSU and LSU-s results for the Pléiades and Sentinel-2 scenes showing the Dice 
coefficients obtained for ponds (left panels) and cliffs (middle panels) for different threshold values, as 
well as examples of cliff (pink) and pond (light blue) outlines plotted over the same areas of the Pléiades 
and Sentinel-2 false color composites (right panels). For SC, LSU and LSU-s methods the outline 
examples are extracted respectively from the Satopanth, Khumbu and Langtang scenes. For each 
method, the three upper panels correspond to the results obtained with the Pléiades images and the 
three lower panels are the results obtained with the Sentinel-2 scenes.  
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3.6.4. Comparison of methods 

The highest Dice coefficients are obtained for cliffs and ponds mapped with the SC approach applied 
to the Pléiades scene (Fig. 3.9, 10, Table 3.1). These values are high relative to other published 
approaches, but some noise remains and there are non-negligible false positive patches in the debris 
area compared to the manual delineation (Fig. 3.9C, 10B). The LSU method performs very poorly for 
both Pléiades and Sentinel-2 (Fig. 3.9I, 10C, G), but the LSU-s method has the best results for Sentinel-
2 (Fig. 3.9P-R, 10H) with a relatively low number of false positives. 

 

Figure 3.10. Comparison of the three new methods with a manual delineation of cliffs and ponds on a 
portion of Bhagirati Kharak glacier (Satopanth 09/2018 scene). The upper panels are for the Pléiades 
image and the lower ones for the Sentinel-2 image with the false color composite as background. The 
values in pink (resp. light blue) correspond to the Dice coefficient of the cliffs (resp. ponds) relative to 
the manually delineated outlines in this small domain. The backgrounds correspond to the Pléiades and 
Sentinel-2 false color composites. 

We apply the other existing methods to Langtang and Satopanth Pléiades scenes, and to the Khumbu 
Pléiades scene for the ABT approach (Table 3.1). For the images tested, the OBIA-m gives the same 
results as the manual delineation, but is faster due to the initial automated segmentation of the 
orthoimage in objects with similar spectral characteristics. The optimized Dice coefficients of the SST 
are similar from one scene to the other (Table 3.1), but are not obtained for the same slope threshold 
values (Fig. 3.S5). The optimized Dice coefficients of the ABT vary between 0.24 and 0.64 depending 
on the scenes (Table 3.1, Fig. 3.S6). These results can be improved when delineating the ponds first 
with the NDWI (Table 3.1). The ponds are also not mapped by the slope-based approaches but this has 
a limited effect on the classification (Fig. 3.11, S3). The AST approach has a dice coefficient ranging 
from 0.40 to 0.55 obtained with the same initial parameters as in the original study (Herreid and 
Pellicciotti, 2018). 

 

Table 3.1. Evaluation of different mapping methods for cliffs. In color are the methods tested in this 
study, including those requiring manual delineation (red), and the automated and semi-automated ones 
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(purple). For the three methods developed in this study, we chose the same threshold values for all three 
Pléiades scenes. Transferability is a qualitative assessment characterizing the ability of the methods to 
produce consistently good performance from scene to scene. 
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Figure 3.11. Comparison of the manual delineation (A), SC (B), LSU-s (C), AST (D), SST (E) and ABT 
(F) approaches for a section of Bhagirati Kharak glacier (Pléiades Satopanth 09/2018 scene). The 
values in pink (resp. light blue) correspond to the Dice coefficient of the cliffs (resp. ponds) relative to 
the manually delineated outlines in this small domain. The background corresponds to the Pléiades 
false color composite. 
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3.6.5. Cliff and pond coverage at each site 

We report the count, total projected area and density (total feature projected area as a percentage of 
area) of cliffs and ponds obtained by applying the SC approach to the Pléiades and the LSU-s to the 
Sentinel-2 scenes as these are the best performing methods for the corresponding sensors (Table 3.2). 
The cliff density observed in the Pléiades scenes is the same for Khumbu and Satopanth (9.2%), but 
lower for Langtang (3.3%). The cliff density is higher than the pond density in all scenes, respectively 
1.9, 3.7 and 13.1 times higher than the pond density on Langtang, Khumbu and Satopanth. The pond 
density is between 1.7 and 2.5% for Khumbu and Langtang, but only 0.7% for Satopanth.  

There are 1.2 to 7.2 times fewer features detected with the LSU-s applied to the Sentinel-2 images 
compared to the SC applied to the Pléiades images, with this difference being higher for cliffs (Table 
3.2). The pond density is higher for Sentinel-2 than for Pléiades, but for cliffs, this is only the case on 
Langtang glacier (Table 3.2). There are a high number of cliffs smaller than 100 m2 outlined using the 
Pléiades imagery, accounting for 11 to 22% of the total area of the outlined cliffs in one image (Fig. 
3.12), so the area per feature is higher for the Sentinel-2 outlines.  

Table 3.2. Cliffs and ponds metrics obtained from the SC approach applied to the Pléiades images, and 
from the LSU-s approach applied to the Sentinel-2 images. The density corresponds to the total cliff 
projected area divided by the total debris-covered area. 

Glacier Khumbu 05/2016 Langtang 06/2019 Satopanth and Bhagirati 
Kharak 09/2018 

Sensor Pléiades Sentinel-2 Pléiades Sentinel-2 Pléiades Sentinel-2 

Cliff metrics 

Number 1973 348 1858 383 2435 337 

Planimetric 
area (m2) 

526,000 222,600 273,600 388,500 524,100 205,500 

Density (%) 9.2 3.9 3.3 4.7 9.2 3.6 

Pond metrics 

Number 463 274 354 266 94 77 

Planimetric 
area (m2) 

142,800 173,900 144,600 211,300 37,000 51,600 

Density (%) 2.5 3.0 1.7 2.5 0.7 0.9 
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Figure 3.12. Number (markers) and cumulative area (lines) of cliffs per 100 m2 planimetric area 
intervals in each image for the SC applied to the Pléiades image, the LSU-s applied to the Sentinel-2 
image, and the manually delineated validation dataset. 

 

3.7. Discussion 
3.7.1. Evaluation of methods 

Here we assess our new methods along with other published approaches in terms of their 
performance, transferability and ease of implementation.  

 

3.7.1.1. Comparison with past studies 

Our results for both Khumbu and Langtang using the SC method with Pléiades data are consistent with 
previous reported cliff and pond density (planimetric area of cliffs or ponds divided by the total area of 
the debris-covered zone where the delineation was applied) values using manually delineated outlines. 
Pond density on Khumbu in May 2009 was 2.9%, which is consistent with the 2.5% value that we find 
in our Khumbu pre-monsoon scene, in the upper portion of the glacier (Watson et al., 2017a). For 
Langtang, the pond coverage peaks around 2% in June (Miles et al., 2017c; Steiner et al., 2019), also 
consistent with our 1.7% density. We find a cliff density of 3.3% on Langtang, which agrees with 
previously reported values of 3.4% (+/- 0.9%) (Steiner et al., 2019). Previous studies have reported a 
4% cliff density on Khumbu (Watson et al., 2017a), but it was calculated based on a digitization of 
cliffs as lines with no consideration of cliff area, this number is therefore not comparable with the 9.2% 
cliff density that we find. The pond density values obtained with the Sentinel-2 images are within the 
range of previously reported values for Khumbu and Langtang, and slightly higher than previously 
reported for the Langtang cliffs. 
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3.7.1.2. Performance of methods 

Our three new methods map ice cliffs simultaneously with ponds, which are detected with high accuracy 
across scenes and methods (Fig. 3.9), and which we briefly discuss here. Ponds are best mapped on 
both Pléiades and Sentinel-2 images (Dice coefficients higher than 0.85 and 0.75 respectively) using a 
NDWI threshold. As such, using a 10 m instead of a 2 m resolution image has relatively little impact 
on the pond classification accuracy, although the pond density is 25 to 30% higher with Sentinel-2 than 
with Pléiades in our results, highlighting a possible overestimation of the pond density with Sentinel-2 
likely due to mixed marginal pond pixels (Table 3.2, Fig. 3.9A, D, M, P). The suitability of Sentinel-2 
images for mapping ponds was identified by Watson et al., 2018 and is promising for extensive and 
repeated mapping of ponds. The range of threshold values maximizing the Dice (0.05-0.2) is consistent 
from image to image and sensor to sensor, and a value of 0.1 is the best compromise to delineate ponds 
automatically in all images. It is worth noting that images with large extents of dark, wetted debris 
exhibit higher NDWI and Curvature values (Fig. 3.5), as in the Khumbu scene. This results in a shift of 
the optimal threshold value from 0.05 to 0.2 to avoid mapping parts of the debris as ponds (Fig. 3.9A, 
D). 

Considering our primary objective of mapping cliffs, we obtain satisfactory results for cliffs using the 
SC, with a Dice higher than 0.45 for the Sentinel-2 and higher than 0.5 for the Pléiades images. 
Performance is higher (Dice >0.6) for the Pléiades images when the extent of dark wetted debris is 
lower (Fig. 3.9B). Wetted debris patches can indeed be erroneously identified as cliffs due to their 
increased spectral curvature values. We obtain poor results for mapping cliffs using the LSU approach 
for both Pléiades and Sentinel-2. In this case, unless there is bright bare ice, the cliffs are identified as 
water or debris, which is the result of the mixed signals of wetted debris on an ice face. Cliffs with 
bright bare ice are more frequent on Khumbu, where we obtain relatively better results (Fig. 3.9H, I, K, 
L), while in the Langtang and Satopanth scenes almost all cliffs are categorized as ponds in the first 
step (Fig. 3.9G, H, J, K). We also found higher reflectance values for bare ice in the Khumbu scene 
than in the Langtang scene (Fig. 3.S1B), which indicates that the ice end-member we used is not 
representative enough to map the Langtang and Satopanth cliffs. This could come from changes in 
englacial debris concentration, and differences in orientation, density or foliation and these variations 
in the bare ice spectra from glacier to glacier and from scene to scene make the LSU approach difficult 
to apply in general. The LSU-s does not depend on the bare ice spectrum and uses the additional 
information from the Sentinel-2 re-sampled 20 m bands to maximize the Dice coefficient around 0.5 
for each of the three scenes, making it the best method to map cliffs with this sensor (Fig. 3.9Q). In 
some cases of extensive darker debris patches (such as on Khumbu and locally on Satopanth), the scale 
filtering may not be sufficient to outline all the cliffs from the Sentinel-2 image, resulting in an 
underestimation of the total cliff area and density (Table 3.2). The LSU-s method does not perform as 
well for Pléiades as for Sentinel-2, especially in the Langtang and Satopanth scenes (Fig. 3.9N), for 
which there are false positive results for locally darker debris patches that are spectrally similar to thinly 
debris-covered cliffs (Fig. 3.9O). 

We obtain varying results from the other cliff mapping approaches. A SST approach can produce a 
reasonably accurate cliff distribution with Dice coefficients between 0.43 and 0.51 for Langtang and 
Satopanth, but requires recalibration for each scene since the optimal slope threshold varies from 29° 
for Langtang to 40° for Miage (Fig. 3.S5, Reid and Brock, 2014). This recalibration can be avoided by 
using an automated method such as AST with its original parameters (Herreid and Pellicciotti, 2018), 
which also produces slightly higher Dice coefficients between 0.40 and 0.55 (Table 3.1, Fig. 3.11, S7). 
The dependence of this method on the DEM spatial resolution is partially compensated by extending 
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the cliff ends, where the cliff is narrowest and the slope susceptible to be saturated (Herreid and 
Pellicciotti, 2018). The ABT (Anderson et al., 2019b) requires particular conditions to produce 
reasonable results (Table 3.1, Fig. 3.11F). We optimized the brightness threshold and the window size 
of this method for the three Pléiades scenes and get a Dice of 0.64 for Langtang and 0.49 for Satopanth, 
but for Khumbu the Dice is lower than 0.25 (Table 3.1, Fig. 3.11F, Fig. 3.S6). This approach works 
relatively well for Langtang since the cliffs are generally much darker than the surrounding debris, but 
performance suffers in the Khumbu scene and parts of the Satopanth scene because 1) the debris can be 
as dark as the wetted cliff surfaces and 2) many cliffs have very bright bare ice patches (Fig. 3.11, 
(Anderson et al., 2019b). A second brightness threshold would be necessary to identify these cliffs. This 
method also only maps cliffs without taking the ponds into account, which results in most of the ponds 
being also mapped as cliffs due to their similar brightness values (Fig. 3.11, 3.S7). The ABT therefore 
benefits from pond mapping with NDWI prior to its application (Table 3.1), producing Dice coefficient 
values nearly as high as our SC approach for the Langtang scene.  

 

3.7.1.3. Transferability of methods 

We define transferability as the capability of a method to produce consistently good performance for 
different sites or input data. Transferability is therefore important to enable widespread use of a method. 
We assess each method’s transferability by examining its performance across three scenes with different 
climatic and geomorphological settings.  

We consider the SC approach to be transferable for Pleiades data as the Dice is maximized for the same 
range of curvature thresholds (-0.04 to -0.02). Based on the optimized Dice coefficients, a curvature 
value of -0.03 is a good compromise to map cliffs in all scenes (Fig. 3.9B). Similarly the LSU-s appears 
to be transferable for Sentinel-2 data, as an upper filtered scale threshold of 0.2 (log scale) and a lower 
filtered scale threshold of -0.2 (log scale) maximize the Dice coefficient of mapped cliffs around 0.5 in 
all three Sentinel-2 scenes while a NDWI threshold of 0.1 maximizes the Dice coefficient of ponds. 
Both slope-based approaches are also transferable, with Dice coefficients between 0.40 and 0.55 for all 
the scenes where they were applied, including on an Alaskan glacier for the AST (Herreid and 
Pellicciotti, 2018). This is not the case for the ABT (Anderson et al., 2019), which does not work when 
the debris is as dark or darker than the cliffs.  

Our assessment of transferability encompasses climatic and geomorphological settings of Nepal and 
Indian Himalaya, including images taken in the pre-monsoon, monsoon and post-monsoon season. We 
expect that the approaches classified as transferable in this study should also be transferable to other 
glaciers in other mountain ranges, but accounting for variable lithology may require some adjustment 
to the LSU-s as well as to the SC approach, and the transferability beyond the Himalaya needs to be 
evaluated. Furthermore, application of any cliff mapping method is limited to cloud- and snow-free 
debris-covered areas, which need to be accurately outlined prior to the mapping. This was done 
manually in this study since we focused on a limited number of glaciers, but is an important prerequisite 
to be considered when trying to map cliffs at the regional scale in an automated way. For this purpose, 
the debris-covered area of a glacier can be mapped automatically using glacier outlines and a band ratio 
(Herreid et al., 2015; Kraaijenbrink et al., 2017), which has led to the recent release of global maps of 
supraglacial debris-cover extents (Herreid and Pellicciotti, 2020a; Scherler et al., 2018). Snow-covered 
areas can be mapped automatically using an adaptive normalized difference snow index (NDSI) (e.g. 
Girona‐Mata et al., 2019; Rastner et al., 2019) and automated approaches exist to mask cloud-covered 
areas along with zones with deep shadows (Chen et al., 2013; Miles et al., 2017c; Zhu et al., 2015).  
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3.7.1.4. Efficiency of methods 

Manual delineation of cliffs over the entirety of a glacier is very time-consuming. For one or a few glaciers, 
applying the OBIA-m approach is a worthwhile improvement as it gives results equivalent to a full manual 
delineation while being several times faster. Indeed, once the segmentation has been applied, the operator only 
needs to select the clusters comprising cliffs and ponds and adjust the outlines (Table 3.1, Mölg et al., 2020, 2019).  

For a larger domain, using a (semi-)automated and transferable approach can be advantageous as in theory no 
recalibration needs to be conducted. The AST approach detects cliffs iteratively using a set of pre-calibrated 
parameters and is as such entirely automated. However it is computationally expensive even for one glacier 
regardless of its setting (Herreid and Pellicciotti, 2018); we could only run it for 5 m resolution degraded DEMs 
(Table 3.S3). This method uses the abundance of cliffs to optimize the slope threshold so it also requires, contrary 
to the other approaches, very accurate outlines of the debris-covered area, otherwise it identifies steep surrounding 
topography as large cliffs, which can impact the slope threshold identifying ice cliffs (Herreid and Pellicciotti, 
2018). The SC and LSU-s approaches are both transferable at the scale of the Himalaya, semi-automated and 
computationally much faster than the AST. The SC approach is the faster of the two, as it does not require the 
spectra of each pixel to be decomposed (Table 3.S3). The SST and ABT are also computationally efficient 
approaches (Table 3.S3) but less transferable than the SC or the LSU-s. When applying the SST and ABT 
approaches to glaciers with different surface characteristics, or the SC and LSU-s outside of the Himalaya, 
recalibrating the parameters of the method is necessary. This implies that for each scene a dataset of 20-30 cliffs 
and ponds needs to be manually outlined. This is feasible when dealing with a few satellite images, but becomes 
difficult when dealing with many glaciers with very different surface characteristics. Furthermore, this requires 
fine spatial resolution and high-quality spectral data for which manual delineation is possible. 

 

3.7.2. Definition of ice cliffs 

The different mapping methods have each been developed to target a specific definition of ice cliffs. 
While the slope-based approaches assume that the main characteristic of a cliff is its steepness (Herreid 
and Pellicciotti, 2018; Reid and Brock, 2014), the multi-spectral approaches, including the new 
approaches developed in this study and Anderson et al. (2019b), assume that surface reflectance 
characterizes cliffs and map them based on their spectral signature, without taking into account the 
slope. Other approaches such as manual delineation may use a combination of slope and spectral signal 
criteria, for example mapping first with the spectral information and refining the outlines by 
discriminating ice cliffs and shallow-sloping ice patches (Kraaijenbrink et al., 2016b; Steiner et al., 
2019; Watson et al., 2017a). These variations in the definition used may lead to mismatch between the 
resulting datasets, even though they should broadly agree, as the surface exposure of ice within the 
debris-covered area implies that the debris has been displaced from this zone, which requires the 
presence of a slope, sometimes combined with the action of water (Moore, 2018). 

Both spectral and slope-based delineation methods outline zones that do not look like cliffs and that an 
operator would classify as false positive objects, but that contain the spectral signature or high slope 
exhibited by cliffs, and sometimes both (Fig. 3.11). The semi-automated approaches applied to the 
Pléiades and, to a lesser extent, to the Sentinel-2 images, identify many small ice patches that would be 
impossible for an operator to map in a consistent way.  These features considerably increase the number 
of mapped features, and slightly increase the total cliff density (Fig. 3.11, 12, Table 3.2). They are small 
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enough that they are often not represented by the slopes calculated from the DEMs, even if they are 
steeper than the debris. Depending on the spatial resolution, cleaning the results of the semi-automated 
approaches with a size threshold may be tempting to produce cliff outlines closer to what an operator 
sees, but their spectral signature does suggest that some ice is exposed or thinly debris-covered at these 
locations. Thus, these findings highlight a potential bias of the manual delineation, which only works 
for large features that have an identifiable shape and can cast a shadow, thus having a ‘cliff’ appearance. 
This is also true for the OBIA-m approach, for which it is difficult to apply an initial multi-scale 
segmentation to get the outlines of both big cliffs and small ice patches directly. Moreover, these small 
areas of shallow-sloping ice have seldom been counted as ice cliffs in previous studies (Anderson et al., 
2019b), nor have they been accounted for when modeling the melt of debris-covered glaciers, but may 
account for substantial mass loss, as if they are partially or thinly debris-covered, they are susceptible 
to act as areas of enhanced melt (Evatt et al., 2015; Fyffe et al., 2020b; Ostrem, 1959; Reid and Brock, 
2010). Thus, it seems important from a melt-modeling perspective to investigate the distribution and 
density of these small areas of shallow-sloping ice. However, their limited size and slope most probably 
prevents them from surviving due to debris redistribution, unless they develop into an actual cliff.  

It is apparent that there is no broadly agreed definition of ice cliffs that can be used to tailor a method 
to their detection, and this seems an important step towards large-scale classification efforts. A plausible 
definition of an ice cliff could be a feature within an otherwise debris-covered area containing ice in its 
spectral and/or thermal signature (Herreid and Pellicciotti, 2018), but large and steep enough to survive 
over at least one melt season. However, the presence of the smaller areas of exposed ice detected in this 
study opens a new perspective. These patches should be investigated to understand their nature and 
distribution, their evolution (can they act as seeds for larger cliffs, or are they ephemeral features), and 
their contribution to glacier melt.  

 

3.7.3. Future applications 

A point to bear in mind when mapping steep features like ice cliffs from satellite imagery is that the 
final planimetric area will be impacted by possible shadowing and steep cliffs being concealed from the 
satellite view angle. Shadowing leads to an overestimation of the cliff planimetric area for all 
approaches based on the multi-spectral images. The pixels in the shadow are indeed categorized as ice 
cliff due to the low brightness and scaling factor values for the ABT and the LSU-s. The SC also maps 
shadows as cliffs due to its high sensitivity to small shifts in reflectance between the different band 
values. However, shadowing only affects steep north-facing cliffs (in the Northern Hemisphere), 
resulting in a limited impact on the cliff distribution at the glacier scale. All approaches are also equally 
affected by 1) the satellite viewing angle that results in cliffs with overhangs or steeper than the satellite 
viewing angle being concealed, 2) the spatial resolution of the image that prevents small steep features 
from being mapped. It is therefore key to use images with high satellite and sun elevation angles. In this 
study these angles where higher than 70° and 55° respectively for all images. 

This being said, the transferability and efficiency of the semi-automated SC and LSU-s approaches 
opens up the possibility to systematically map ice cliffs on debris-covered glaciers at other sites, 
including in other mountain ranges, to study the distribution and evolution of ice cliffs across scales 
larger than an individual glacier or catchment. Although our confidence in the results of these 
approaches is already high, they could still be improved by combining spectral and slope-based 
approaches. This could be particularly important to discriminate between ice cliffs and seasonal snow 
patches, which were not a problem for our three scenes. Combining the spectral approaches with the 
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OBIA segmentation could also be something to explore, but would require the development of a multi-
scale segmentation to account for cliffs of all shapes and sizes. Finally, adding a second brightness 
threshold to the ABT to account for bare ice portions of ice cliffs would be a useful improvement for 
this method. LSU-s enables the mapping of cliffs at the large scale using freely available Sentinel-2 
data to study the variations of ice cliff coverage from glacier to glacier, region to region and potentially 
over time.  Due to the coarser spatial resolution of the images, the Sentinel-2 cliff outlines from the 
LSU-s approach can be interpreted as a first-order map of the larger cliffs. Indeed, the Sentinel-2 LSU-
s approach only maps the larger features and the resulting outlines are relatively crude (Table 3.2, Fig. 
3.9R, 10, 12). In the case of extensive dark debris patches like on Khumbu, and to a lesser extent on 
Satopanth, the filtering of the scale may in some places not be strong enough for cliffs to contrast with 
their background, resulting in a high number of false negatives and an underestimation of the cliff 
density with regards to the outlines from SC applied to the Pléiades (Table 3.2). However, the larger 
cliffs are mapped and provide a close estimate of the total planimetric cliff area for the glacier. This is 
therefore a promising approach to assess ice cliff distribution across Himalayan debris-covered glaciers, 
given the availability of Sentinel-2 imagery covering large areas with high repeat frequency. 

On the other hand, using fine spatial resolution imagery with the SC approach gives a highly detailed 
map of the ponds, ice cliffs, and smaller ice patches across the debris-covered area of a glacier. 
Supraglacial cliffs and ponds have significant implications for the glacier mass balance, and the effect 
of smaller bare ice patches is probably also important. There are already existing independent melt 
models of supraglacial ponds and cliffs (Buri et al., 2016a, 2016b; Miles et al., 2018, 2016) and the 
accurate mapping of all these features is a first and decisive step to quantify their impact on melt at the 
scale of a glacier or a catchment using a glacier melt model integrating these features. 

 

3.8. Conclusion 

This study has explored the potential of three new semi-automated, objective approaches to enable 
accurate mapping of cliffs and ponds from multi-spectral images within one glacier and from glacier to 
glacier. We also assessed their performance when applied to both fine spatial resolution, commercial 
(Pléiades, 2 m resolution, 4 bands) and freely-available, coarser spatial resolution images with more 
spectral information (Sentinel-2, re-sampled to 10 m resolution, 10 bands). Our main goal was to 
develop a method that can be applied across scales, and evaluate its potential in relation to existing 
approaches. The transferability of the new methods is assessed using three scenes with different climatic 
settings, elevations, debris types, cliff and pond characteristics, in Central and Eastern Himalaya.  

We find that the Spectral Curvature (SC) approach, which uses Spectral Curvature to map cliffs after 
having removed ponds using NDWI, outperforms all other methods for the fine spatial resolution 
Pléiades data. This approach is transferable, semi-automated, computationally efficient, and is the best 
performing for each of the three scenes. The Linear Spectral Unmixing with scale (LSU-s) approach, 
an adapted linear spectral unmixing method, consistently produces the best performance for Sentinel-2 
images by taking advantage of their additional spectral information. It is transferable and 
computationally efficient, making it the most appropriate method to map cliffs with this type of sensor. 
The two methods classify cliffs that occupy between 3 and 9 % of total planimetric area depending on 
the site and scene.  We thus propose both as a way forward for either mapping repeat cliffs inventories 
at the scale of select glaciers to study processes of cliffs formation and evolution (SC approach); or to 
establish large scale inventories of cliffs features across distinct regions (LSU-s), to enable novel 
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analyses of much larger cliffs populations than tested to date, and quantify their characteristics, 
distribution and patterns over large scales.  

Other existing methods all have potential for distinct applications, but seem less suitable for the two 
goals above. The only other automated method that is also transferable despite lower performances than 
the SC approach, the AST, is very slow from a computational standpoint. When seeking to identify 
cliffs for glaciers with consistent surface characteristics, the semi-automated SST and ABT approaches 
may be considered, even though they do not score as high or as not as transferable as the SC approach 
for the Pléiades scenes. The ABT may fail for glaciers with cliffs as bright as or brighter than the 
surrounding debris, but otherwise these methods generally perform well and are computationally very 
efficient. All of these methods are faster and more objective than a time-consuming manual delineation, 
even if an initial OBIA segmentation is used. None of the other existing approaches can be applied to 
the coarser Sentinel-2 data: the slope-based approaches require elevation data and are therefore not 
applicable to the Sentinel-2 images, while the coarse resolution of this sensor prevents the application 
of the other semi-automated or manual approaches to map cliffs.  

Our results interestingly highlight a high number of smaller, sometimes shallow-sloping ice patches, 
which had not been previously accounted for in the assessment of ice cliffs and their contribution to 
melt. These smaller features reveal a bias in the manual delineation of cliffs towards identifying large 
features, and reflect the need for a clear definition of ‘ice cliffs’. Although representing a small fraction 
of the total planimetric cliff area, these small ice patches could have non-negligible impacts on the melt 
of debris-covered glaciers. 
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3.11. Supplementary material 

Table 3.S1. Characteristics of the six images used in this study 

Area Name Sensor Acquisition date Elevation range (m) 

 
Langtang 

Pléiades-1A 14/06/2019  
4500 - 5600 

Sentinel-2B 17/06/2019 

 
Satopanth 

Pléiades-1A 29/09/2018  
3800-4600 

Sentinel-2A 29/09/2018 

 
Khumbu 

Pléiades-1B 16/05/2016  
4900 - 5400 

Sentinel-2A 23/05/2016 

 

Table 3.S2. Characteristics of the sensor bands used in this study. 

Sensor Bands Spatial resolution (m) Central wavelength (nm) Bandwidth (nm) 

 
 
 
 
 
 
 
 
Sentinel-2B* 

B2 10 492.4 66 

B3 10 559.8 36 

B4 10 664.6 31 

B5 20 704.1 15 

B6 20 740.5 15 

B7 20 782.8 20 

B8 10 832.8 106 

B8A 20 864.7 21 

B11 20 1613.7 91 

B12 20 2202.4 175 

 
 
 

B1 2 490 120 

B2 2 550 120 
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Pléiades-1A** B3 2 660 120 

B4 2 850 200 

 

*Band characteristics are very similar for Sentinel-2A, and differ by a few nm at most  

**Band characteristics are very similar for Pléiades-1B, and differ by a few nm at most  

 

Figure 3.S1. Dice coefficients of cliff delineation obtained for different slope thresholds for the 
Pléiades Langtang and Satopanth scenes. 
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Figure 3.S2. Dice coefficients of cliff delineation obtained for different offset from mean thresholds 
using the ABT approach for the Pléiades Langtang, Satopanth and Khumbu scenes. 
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Figure 3.S3. Comparison of the manual delineation (A), the SC (B), LSU-s (C), AST (D), SST (E) and 
ABT (F) approaches for a section of Langtang glacier (Pléiades 06/2019 scene). The values in red 
(resp. blue) correspond to the Dice coefficient of the cliffs (resp. ponds) relative to the manually 
delineated outlines in this small domain. The background corresponds to the Pléiades false color 
composite. 

 

Table 3.S3. Efficiency of methods for the Satopanth Pléiades scene (9.3 km2 domain, 2 m spatial 
resolution, except for AST, for which the DEM was re-sampled to 5 m). All the runs were conducted 
on a Windows 64-bit Operating System, with 20 Intel(R) Core(TM) i9-7900X CPUs @ 3.30 GHz. The 
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total times do not include the stereo processing and atmospheric corrections of the satellite data, or 
the definition of the domain across which the delineation is applied. 

Method Inputs (other 
than DEM 

and/or multi-
spectral image) 

Total CPU time 
(seconds) 

Parallel 
processing 

Total delineation 
time (hours) 

Manual - NA NA 24 

OBIA-m - NA NA 8 

SST Optimization 
dataset 

170 No 4 

AST -  300000 No 83 

ABT Optimization 
dataset 

180 No 4 

SC - 180 No 0.05 

LSU - 7100 Yes (10 CPUs) 0.2 

LSU-s - 6900 Yes (10 CPUs) 0.2 
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Key points 

● The proportion of ice cliffs on debris-covered glaciers can change by up to 20% from one 
year to the next 

● There is no direct influence of climate, hydrology or glacier dynamics on cliff variability due 
to the complexity and interdependence of glacier surface processes 

● The long-term variability of the cliff population is constrained unless it is modified by an 
extreme climatic and/or glacier change 
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4.1. Abstract 

Ice cliffs are common on debris-covered glaciers and have relatively high melt rates due to their direct 
exposure to incoming radiation. Previous studies have shown that their number and relative area can 
change considerably from year to year, but this variability has not been explored, in part because 
available cliff observations are irregular. Here, we systematically mapped and tracked ice cliffs across 
four debris-covered glaciers in High Mountain Asia for every late ablation season from 2009 to 2019 
using high-resolution multi-spectral satellite imagery. We then quantified the processes occurring at the 
feature scale to train a stochastic birth-death model to represent the cliff population dynamics. Our 
results show that while the cliff relative area can change by up to 20% from year to year, the natural 
long-term variability is constrained, thus defining a glacier-specific cliff carrying capacity. In a 
subsequent step, the inclusion of external drivers related to climate, glacier dynamics and hydrology 
highlights the influence of these variables on the cliff population dynamics, which is usually not a direct 
one due to the complexity and interdependence of the processes taking place at the glacier surface. In 
some extreme cases (here, a glacier surge), these external drivers may lead to a reorganization of the 
cliffs at the glacier surface and a change in the natural variability. These results have implications for 
the melt of debris-covered glaciers, in addition to showing the high rate of changes at their surface and 
highlighting some of the links between cliff population and glacier state. 

 

4.2. Plain Language Summary 

A large portion of High Mountain Asia’s glaciers is covered by a layer of rock debris that reduces their 
melt. This melt reduction is compensated to some extent by the presence of ice cliffs that cover up to 
12% of these glaciers and melt several times faster than the surrounding debris-covered ice. This 
enhanced contribution to melt needs to be taken account in glacier melt models as it has implication for 
downstream water resources. However, due to the difficulty to map ice cliffs from satellite images, we 
have little knowledge about their actual distribution and most importantly, on how quickly their 
population and therefore relative area changes in time at the scale of one glacier, let alone what drives 
this variability. Here, we systematically mapped ice cliffs on a yearly basis over a period of 10 years 
for four Asian glaciers to disentangle these questions. We found that the cliff area of a glacier could 
commonly change by 20% in one year, and in some cases up to 80%. We also found that a number of 
climatic and glaciological variables influenced to some extent this variability but none stood out clearly 
due to the complexity of the debris-covered glacier system.  

 

4.3. Introduction 

Debris-covered glaciers are widespread in all mountain ranges around the globe (Herreid and 
Pellicciotti, 2020a; Scherler et al., 2018) and especially in High Mountain Asia (HMA), where half of 
the glaciers larger than 2 km2 have more than 5% of their total area covered by a layer of rock debris 
(Herreid and Pellicciotti, 2020a) varying in thickness from centimeter to meter scale. These glaciers are 
often characterized by undulating, hummocky topography (Bartlett et al., 2020) and their surface is 
punctuated by supraglacial ponds, streams and ice cliffs. Ice cliffs have been observed in all the main 
mountain ranges of the planet (Anderson et al., 2021a; Benn et al., 2001; Chinn and Dillon, 1987; 
Herreid and Pellicciotti, 2018; Inoue and Yoshida, 1980; Johnson, 1992; Mölg et al., 2019; Moore, 
2018; Ogilvie, 1904; Reid and Brock, 2014; Röhl, 2006; Sakai et al., 1998; Shahgedanova et al., 2005) 
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and have been observed to account for 1 to 12% of the total debris-covered area (Anderson et al., 2021; 
Brun et al., 2018; Kneib et al., 2020; Reid & Brock, 2014; Sakai et al., 1998). They consist of steep, 
bare or very thinly debris-covered ice faces within the debris-covered part of the glacier and are often 
associated with supraglacial streams or ponds (Mölg et al., 2019; Steiner et al., 2019). Cliffs appear 
when the surface slope is too steep for the debris to remain on it (Moore, 2018). Therefore, ice cliff 
formation has been suggested to be triggered by several possible mechanisms, including the collapse of 
englacial conduits (Benn et al., 2012; Immerzeel et al., 2014; Reid and Brock, 2014; Sakai and 
Takeuchi, 2000; Watson et al., 2017b, 2017a; Westoby et al., 2020); slope oversteepening, for example 
from differential melt under the debris (Sakai et al., 1998; Sharp, 1949; Westoby et al., 2020); crevasse 
opening (Reid and Brock, 2014); undercutting by supraglacial ponds or streams (Moore, 2018; 
Nicholson et al., 2018) and melt enhancement at pond margins (Miles, Steiner, et al., 2017; Miles, 
Willis, et al., 2017; Röhl, 2006, 2008; Sakai & Takeuchi, 2000) that may sometimes lead to accelerated 
steepening from calving (Benn et al., 2012; Immerzeel et al., 2014; Röhl, 2008, 2006).  

Contrary to the surrounding debris-covered ice, ice cliffs are directly exposed to incoming radiation and 
therefore act as melt ‘hotspots’ (Buri et al., 2016a; Juen et al., 2014; Sakai et al., 1998). In spite of the 
small area they occupy, ice cliffs and ponds are responsible for a significant contribution to glacier 
ablation, and ice cliff melt is estimated to be 3 to 8 times higher than debris-covered ice melt (Brun et 
al., 2018; Buri et al., 2021; Immerzeel et al., 2014; King et al., 2020; Mölg et al., 2019; Pellicciotti et 
al., 2015; Reid & Brock, 2014; Sakai et al., 1998; Thompson et al., 2016).  By promoting the 
backwasting of steep slopes due to enhanced ablation, ice cliffs and ponds influence the morphology of 
debris-covered glaciers (Mölg et al., 2020; Watson et al., 2017a) and play a role in their long-term 
evolution by increasing their sensitivity to warming (Ferguson and Vieli, 2020). This could, at least 
partially, explain regional observations of enhanced mass loss of debris-covered glaciers (Gardelle et 
al., 2013; Kääb et al., 2012; Ragettli et al., 2016a), in spite of the overall melt-reducing effect of debris 
cover (Ostrem, 1959). Despite their important role in controlling the long-term evolution of debris-
covered glaciers, cliffs and ponds are seldom represented in glacier melt models or glacio-hydrological 
models. The few models that have tried to account for ice cliffs and ponds use a fixed or linearly-derived 
melt enhancement factor (Hagg et al., 2018; Kraaijenbrink et al., 2017), or arbitrarily reduce the debris 
thickness (Ferguson and Vieli, 2020; Ragettli et al., 2015). In these models, a fixed cliff area is usually 
set, which is either the same as the pond area (Kraaijenbrink et al., 2017) or correlated to it (Ragettli et 
al., 2015). To our knowledge, only two models used cliff outlines manually derived from high-
resolution satellite imagery (Buri et al., 2021; Hagg et al., 2018) and only one study modeled the energy-
balance of each individual cliff at the glacier scale to quantify their contribution to melt (Buri et al., 
2021). This poor representation comes from the difficulty of mapping ice cliffs from remote sensing 
imagery (Herreid & Pellicciotti, 2018; Kneib et al., 2020), resulting in a very limited knowledge about 
their distribution, especially over time, as well as their birth and decay mechanisms. While most of the 
work on ice cliffs has focused on a detailed analysis of a few of these features for an individual site at 
a single point in time (Anderson et al., 2021; Brun et al., 2016; Buri, Pellicciotti, et al., 2016; Reid & 
Brock, 2014; Sakai et al., 2002; Steiner et al., 2015; Watson, Quincey, Smith, et al., 2017; Westoby et 
al., 2020), two studies have looked at ice cliff distribution and evolution over several years for the 
multiple glaciers of a large catchment (Steiner et al., 2019; Watson et al., 2017a). These two studies 
offer major advances in understanding cliff dynamics at the glacier scale, showing that there is a high 
interannual variability in the cliff population. However, they largely ignored the controls or underlying 
processes of this variability. In both cases the data used was irregularly spaced in time and still relatively 
sparse, with at most one image every second year. 
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As a result, our understanding of the life cycle of ice cliffs, its drivers and its implications for the 
dynamics of the cliff population of a whole glacier is limited. Ponds and cliffs are often found close to 
one another, and it has been hypothesized that ponds contribute to the sustainability of cliffs due to their 
marginal melt effects, although cliffs can also survive for years without being connected to a pond (Brun 
et al., 2016; Miles et al., 2016; Steiner et al., 2019; Watson, Quincey, Carrivick, et al., 2017). 
Conversely, streams and cliffs may be associated, and it has been suggested that streams meandering 
across the debris-covered surface can lead to significant melt (Gulley et al., 2009) and to the formation 
of supraglacial valleys, or cryo-valleys, on the sides of which ice cliffs can form (Mölg et al., 2020; C. 
S. Watson et al., 2016). The development of such valleys has only been studied at one site and the length 
of time over which they evolve is not clear (Mölg et al., 2020). Beyond the supraglacial hydrology, 
incoming shortwave radiation is the main contributor to the melt of ice cliffs and therefore influences 
their preferential orientation and survival (Buri and Pellicciotti, 2018). In addition, climatic variability 
is expected to have an influence on ice cliffs by influencing glacier melt and thus the presence, volume 
or discharge of streams and ponds, but also by promoting ice cliff melt and backwasting (Buri et al., 
2016a, 2016b; Reid and Brock, 2014; Sakai et al., 1998; Steiner et al., 2015). Surface meltwater and 
precipitation also determine the debris water content and therefore the debris layers’ stability, which 
has implications for the formation and growth of the cliffs (Moore, 2018). Finally, crevasse opening 
has been pointed out as one of the possible events triggering the formation of a cliff (Reid and Brock, 
2014), which would imply that glacier flow also influences cliff dynamics. However, it is difficult to 
assess the importance of these individual drivers and their contributions to the cliff dynamics at the 
glacier scale. 

The aim of this study is therefore to understand and model the interannual ice cliff dynamics and how 
they influence the variability of the cliff population at the glacier scale. Specifically, we aim to 1) 
quantify the interannual variability of ice cliffs on a feature-by-feature and population basis; 2) attribute 
the observed interannual changes to individual types of cliff change; 3) characterize the stochastic 
behavior of cliff populations at the glacier scale and develop a model that represents it; and 4) assess 
the influence of external drivers on the interannual cliff variability. 

 

4.4. Sites and data 
4.4.1. Site description 

In order to study the interannual variability of ice cliffs and its drivers at the glacier scale, we selected 
sites in different climatic settings and with different glacier characteristics (velocity, mass balance) but 
similar size and debris cover stage. Additionally, there needed to be a continuous and relatively long 
time series of satellite images to map ice cliffs over large portions of the glacier. Upon inspection of the 
Planet Labs RapidEye, we therefore identified four sites with sufficient suitable data. 

We derived the long-term evolution of ice cliffs for four debris-covered glaciers located in the 
Karakoram (Urdok Glacier, Pakistan), Garhwal Himalaya (Satopanth and Bhagirath Kharak Glaciers, 
India) and Nepal Himalaya (Langtang Glacier) (Fig. 4.1). The glaciers’ ablation areas were between 
66% and 72% debris-covered, which corresponds to an advanced stage of debris-cover (Herreid & 
Pellicciotti, 2020b, Table 4.1). For Satopanth the debris is very thick (> 1 m) across much of the debris-
covered area (Shah et al., 2019), and this is also thought to be the case on Langtang based on field 
observations from 2019. To our knowledge, no debris thickness measurements are available for Urdok 
or Bhagirath Kharak. Previous studies have shown that for Satopanth, Bhagirath Kharak and Langtang, 
ponds accounted for 0.6 to 2% of the debris-covered area and cliffs between 3.3 and 9.2 % (Kneib et 



 

 

  

 

 

 

 

 

 

120 
 

al., 2020; Miles, Willis, et al., 2017; Steiner et al., 2019, Table 4.1). On Langtang Glacier, it has been 
observed that cliffs and ponds tend to have a smaller relative area, defined as the ratio between the cliffs 
or ponds planimetric area and the area of the glacier over which they were mapped,  in the dry post-
monsoon than during the wet monsoon season (Miles, Willis, et al., 2017; Steiner et al., 2019). This is 
consistent with observations made at other HMA glaciers (C. S. Watson et al., 2016). 

These four glaciers exhibit long debris-covered tongues (Table 4.1) and the terminus positions of 
Satopanth, Bhagirath Kharak and Langtang have not changed considerably in the past several decades 
(Nainwal et al., 2016; Wijngaard et al., 2019). These three glaciers show however negative mass 
balances of -0.5 to -0.3 (+/- 0.4) m w.e.yr-1 (Table 4.1), have relatively low average velocities along the 
centerline of their debris-covered area (Table 4.1), and their mass imbalance therefore translates into 
stagnating tongues with significant downwasting (Anderson and Anderson, 2016; Ferguson and Vieli, 
2020; Rowan et al., 2015). Urdok stands out from these three with its smaller negative mass balance 
(Table 4.1), its relatively high velocities (23.0 m.yr-1 for 2009-2018 on average) and evidence of a 
previous surge in the 1990s (Bhambri et al., 2017). Urdok is therefore much more dynamic and in a 
healthier state than the three other glaciers, despite displaying an extensive debris-covered area. 

 

 

Figure 4.1: Maps of the four study glaciers and their general location in HMA. Background image is 
the 2015 RapidEye scene for each site (color composite of bands 4, 2 and 1). The blue outlines 
correspond to the area of the glacier where the cliffs were mapped (AOI) and the pink colors correspond 
to the cliff density maps, where transparent color stands for no occurrence of cliffs while 1 corresponds 
to the presence of cliffs in all the images of the time series (2009-2019 for Urdok and Langtang, 2010-
2019 for Satopanth and Bhagirath Kharak). The insets in (A), (B) and (C) show the AOIs (blue), debris-
covered areas from Herreid & Pellicciotti, 2020b (purple) and RGI 6.0 glacier outlines (black) of each 
site.  
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Table 4.1: Glacier characteristics. Glacier mass balance was obtained by integrating elevation 
difference data from Brun et al., 2017a over the entirety of the glaciers and using a value of 850 +/- 60 
kg.m-3 for ice density (Brun et al., 2017a; Huss, 2013). 

Glacier References Urdok Satopanth Bhagirath Kharak Langtang 

Length (km) RGI Consortium, 2017 27 15 20 19 

Debris cover  
(% total glacier area) 

Herreid & Pellicciotti, 
2020b 

22 60 41 49 

Stage (debris-covered portion 
of ablation area) 

Herreid & Pellicciotti, 
2020b 

0.66 0.68 0.72 0.71 

Evidence/records of surging  
(years) 

Bhambri et al., 2017 Yes  
(1993-1997) 

No No No 

Mean 2009-2018 velocity along 
centerline in the debris-covered 
part (m.yr-1) 

Gardner et al., 2018 23.0 14.7 14.7 4.1 

 
Previously reported cliff density 
(%) 

Steiner et al., 2019 NA NA NA 3.4 (+/− 0.9) 

Kneib et al., 2020 NA 9.2 9.2 3.3 

 
Previously reported pond 
density (%) 

Miles, Willis, et al., 2017 NA NA NA 0.6-2 

Kneib et al., 2020 NA 0.7 0.7 1.7 

Glacier mass balance  
(m w.e.yr-1) 

Brun et al., 2017a -0.1 (+/− 0.3) -0.5 (+/− 0.3) -0.3 (+/− 0.3) -0.5 (+/− 0.3) 

 

4.4.2. Remote sensing data 

We derived time series of ice cliffs and ponds at our four sites from RapidEye satellite images taken at 
a yearly interval from 2009 to 2019 (Table 4.S1). The RapidEye images acquired from Planet Labs 
(Planet Team, 2017) are already atmospherically corrected. They have five spectral bands in the visible 
and near infrared, with a spatial resolution of 5 m. We selected images that were all taken during the 
post-monsoon period (end of August to December, Table 4.S1), when stable and dry conditions 
maximize the chances of acquiring cloud-free images. No RapidEye images were found in 2009 or 2019 
for Satopanth and Bhagirath Kharak or in 2019 for Urdok. For the missing 2019 images, we used 
PlanetScope images instead (Planet Team, 2017), resampled from 3 m to 5 m spatial resolution using a 
nearest neighbor interpolation. Images were selected at a yearly interval in order to ensure similar 
atmospheric conditions and remove the influence of the seasonal variations of cliffs and ponds (Miles, 
Willis, et al., 2017; Steiner et al., 2019; Watson et al., 2016). Therefore, we assumed that our 
observations would be the results of continuous changes from one year to the next. Images with snow 
and shadows from the surrounding topography were avoided as much as possible, but this was not 
always feasible and we could therefore not delineate ponds and cliffs across the whole debris-covered 
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area but had to limit the delineation to an Area of Interest (AOI) for each glacier, defined as the area 
where the mapping was possible over the full time series (Fig. 4.1). Furthermore, we did not apply the 
mapping over avalanche cones, including, for Langtang Glacier, those originating from the large 
avalanches triggered after the 2015 Gorkha earthquake in Nepal (Kargel et al., 2016). The final AOIs 
correspond to 43%, 23%, 40% and 63% of the total debris-covered areas (from Herreid & Pellicciotti, 
2020b) of Urdok, Satopanth, Bhagirath Kharak and Langtang, respectively  (Fig. 4.1). 

 

4.4.3. Glacier velocity and climate data 

To look at the controls of cliff dynamics we accessed the annual velocities for the years 2009 to 2018 
from the NASA MEaSUREs - ITS_LIVE project (Dehecq et al., 2019; Gardner et al., 2018), resampled 
from 240 to 120 m resolution using the cubic spline interpolation method. For the debris-covered part 
of our study glaciers, the reported uncertainty maps from ITS_LIVE displayed very low values (< 1 
m.yr-1) and were thus considered negligible in everything that follows.  

We used monthly air temperature and precipitation reanalysis data from the ERA5-LAND product 
(Muñoz Sabater, 2019), available in a 0.1°×0.1° grid. These time series covered our full study period. 
For each of the study glaciers we used the ERA5-Land data from the grid cell covering the center of the 
debris-covered area. 

 

4.5. Methods 
4.5.1. Image pre-processing 

RapidEye images have an expected positional accuracy of less than 10 m according to the product 
specifications (Planet Team, 2017). Additionally, for each site, the orthoimages were all co-registered 
to the initial 2009 image (2010 for Satopanth and Bhagirath Kharak) using the ImGRAFT normalized 
cross correlation algorithm (Messerli and Grinsted, 2015) applied to near-glacier stable terrain, to 
ensure the best possible relative positioning.  

 

4.5.2. Mapping 

Ice cliffs were mapped manually by one operator in all multi-spectral images. The mapping was 
conducted independently for each image. We used shape and color information, as well as local changes 
in surface motion between two consecutive images as indicators of cliff location (Fig. 4.S1). Three 
automated mapping methods, the Adaptive Binary Threshold, Spectral Curvature and Linear Spectral 
Unmixing with scale (Anderson et al., 2021; Kneib et al., 2020), were tested to map the cliffs but the 
results were not conclusive due to the varying illumination conditions and variable off-nadir viewing 
angles resulting in increased shading for some of the scenes compared to the Pléiades and Sentinel-2 
sensors for which the methods above were developed (Kneib et al., 2020; Watson et al., 2018). The 
ponds were mapped using a fixed Normalized Difference Water Index (NDWI) threshold of 0.1 (Huggel 
et al., 2002; Kneib et al., 2020; McFeeters, 1996; Watson et al., 2018), and the outlines were improved 
manually for ice-covered ponds, which were always a minority. 

The data used for the delineation of cliffs is of varying illumination and shading, which can lead to 
difficulties in identifying features (Kneib et al., 2020; Steiner et al., 2019). We estimated the uncertainty 
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in the cliff and pond relative area obtained from our delineation by comparing our outlines with the 
consensus outlines produced by three independent operators for six domains of similar sizes ranging 
between 0.3 and 0.9 km2 (two domains on Urdok and Langtang, one on Satopanth and one on Bhagirath 
Kharak) for the 2011 and 2016 images (Fig. 4.S2). For each pixel of the original image, we determined 
the fraction that was covered by cliff and pond areas as outlined by the three independent operators. We 
summed the three resulting fraction maps and defined the consensus outlines as the pixels with final 
values higher than 1.5. The final uncertainties for the cliff mapping were then taken as the mean of the 
absolute residual values, which were equal to 28% and 41% for the number of cliffs and ponds, 
respectively, and to 33% and 37% for their respective relative area (Fig. 4.S2).  

As we are interested in the ice cliff variability, the precision is more important here than the accuracy, 
meaning that it is more critical to map individual cliff change in time right, rather than counting 
accurately all the cliffs and ponds in the images. Indeed, we needed to make sure that the observed 
trends were meaningful. For this, we compared the cliffs and ponds number and relative area obtained 
by the four independent operators (Operator 4 having mapped the cliffs and ponds in all images) to 
make sure that there was a good agreement in the resulting changes (Fig. 4.S3). The changes derived 
by Operator 4 from 2011 to 2016 in the validation domains agreed with the ones derived by at least two 
other operators in 10 cases out of 12 (Fig. 4.S3). 

 

4.5.3. Tracking of cliffs 

Once all the cliffs had been outlined in the images, we automatically tracked the evolution of each 
individual cliff from one image to the next, using a new algorithm developed ad hoc to directly compare 
the characteristics of the cliffs in consecutive images (Fig. 4.2). For two consecutive images, image 1 
and image 2, we accounted for glacier surface velocity using the annual ITS_LIVE data (Dehecq et al., 
2019; Gardner et al., 2018) to shift the position of the cliffs in image 1 in order to compensate for glacier 
motion (Fig. 4.2A). We then compared the cliff outlines of image 2 with the shifted cliff outlines of 
image 1. If the distance between the cliffs was less than 20 m in a year (Fig. 4.2B) and the aspect 
difference less than 30° in a year, modulus(180°) (Fig. 4.2D), we considered the cliffs to be the same, 
with one year difference. The 20 m.yr-1 threshold is conservative relative to observed cliff backwasting 
rates that are usually less than 15 m.yr-1 (Brun et al., 2016, 2018; Buri, Miles, et al., 2016; Han et al., 
2010; Mölg et al., 2019; Reid & Brock, 2014; Steiner et al., 2015; Watson, Quincey, Carrivick, et al., 
2017) and therefore also accounts for co-registration and surface velocity uncertainties. We did not have 
any Digital Elevation Model (DEM) for the RapidEye images, so the cliff aspect was estimated by 
fitting a circle to the cliffs' vertices using a quasi-Newton optimization method (Umbach & Jones, 2000, 
Fig. 4.2C). We approximated the aspect of each pixel as the direction of the vector starting at the center 
of the pixel and finishing at the center of the circle. We calculated the aspect of the cliff as the circular 
mean aspect of its pixels (Fig. 4.2C). Therefore, for the aspect difference, it was necessary to take 
modulus(180°) to account for straight cliffs that can see their mean aspect change by +/- 180° from one 
year to the next. For cliffs with a standard deviation of the aspect greater than 45°, we only compared 
the aspect of the pixels less than 20 m away to identify nearby circular cliffs as independent from one 
another. These tracking parameters (Table 4.S2) were calibrated against manual tracking of cliffs 
between the 2009 and 2010 Langtang scenes and validated for a randomly selected year at each of the 
three other sites. With these parameters, the automated and manual tracking agreed for 96.4% of the 
cliffs in the initial image for Langtang, and 90.2%, 91.7% and 90.0% for Urdok, Satopanth and 
Bhagirath Kharak respectively. 
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Based on the tracking results, we could determine the evolution of each cliff in time, but also the number 
of cliffs that appeared (birth events) or disappeared (death events) every year. We also quantified the 
split events, when one cliff splits into two cliffs or more (Fig. 4.2E), and merge events, when two or 
more cliffs merge into one (Fig. 4.2F). Cliffs were also observed to split and merge at the same time, 
resulting in a mix event. The most common event on the other hand was a cliff remaining a single cliff 
but changing shape and/or size, which we describe here as a persist event (Fig. 4.2E-F). 

 

 

 

Figure 4.2: Tracking methodology. In orange are the cliff outlines in year 1 and in blue the cliff outlines 
in year 2. Panels (A-D) represent the different steps of the tracking with idealized outlines. (A) 
Correction for glacier velocity. (B) Distance check. (C) Aspect retrieval from fitted circles. (D) Mean 
aspect comparison. Panels (E-F) represent real cliff outlines from 2015 (orange) and 2016 (blue) on 
Langtang. (E) Split and persist events. (F) Merge, birth and persist events. Background image in (E) 
and (F) is the RapidEye 2015 scene (color composite of bands 4, 2 and 1). The green arrows represent 
the glacier flow direction. 

 

4.6. Observational evidence of cliff dynamics 

4.6.1. General dynamics of cliffs and ponds 

The cliff relative area and the cliff number change considerably from one year to the next (Fig 4.3). 
These two variables are mostly uncorrelated, except for Langtang and to some extent for Satopanth. 
The number of ice cliffs remains centered around 328 for Urdok (Fig. 4.3A) and 116 for Satopanth (Fig. 
4.3B), while it shows a small decrease for Bhagirath Kharak from an average of 106 to 84 cliffs between 
the first and second half of the study period (Fig. 4.3C) and a small increase for Langtang, from 177 to 
221 (Fig. 4.3D). Although the number of cliffs remains relatively constant, Urdok experiences a large 
increase in cliff relative area between the years 2012 and 2015 from 3.2% to 14.0%. The cliff relative 
area on Urdok is also generally higher than the cliff relative area of the other three glaciers. The cliff 
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relative area changes every year on Satopanth, Bhagirath Kharak and Langtang centering around 3.6%, 
3.9% and 3.0%, respectively, with a slight decrease for Satopanth from 3.9% to 3.3% and a slight 
increase for Langtang from 2.7% to 3.2% on average between the first and second half of the study 
period.  

For all four glaciers, the cliff relative area is higher than the pond area by a factor ranging between 2.4 
for Langtang and 7.3 for Bhagirath Kharak over the whole time series. For each glacier, the pond 
relative area and number appear to be uncorrelated with the cliff area and number, except for Satopanth 
where both pond and cliff relative area exhibit a decreasing trend. The pond relative area is much higher 
for Urdok (average value of 3.2%) than for the other glaciers, for which the average pond relative area 
is between 0.6% and 1.3%. The pond relative area on Urdok also has very strong variations and can 
more than double in a single year (Fig. 4.3E). The number of ponds is not correlated with the pond 
relative area except for Bhagirath Kharak. The number of ponds also remains relatively constant over 
time, except for Urdok, where there are also strong variations at the beginning of the study period. 

 

Figure 4.3: Time series of cliffs and ponds number and relative area. The y-axis scales are different 
for Urdok and the three other glaciers. The shaded areas correspond to the uncertainty range 
calculated in the methods. The numbers in the upper right hand corner of the plots are the Pearson’s 
correlation coefficients between the relative area and number time series. 

 

4.6.2. Contributions to the cliff dynamics 

The tracking of the individual cliffs allowed us to count the birth, death, split, merge and persist events 
over time (Fig. 4.4, S4). By taking into account the cliff area before and after each event, we also derived 
the net and total area change related to each event for the whole cliff population (Fig. 4.4, S4). This 
enabled us to directly derive the contributions of different events to the changes in cliff number and 
area. 
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Figure 4.4: Net contribution of different events to the general evolution of ice cliffs. The left panels 
show the change in cliff number and the right panels show the change in cliff area. For comparison, 
the mean cliff number (area) is 328 (6.8×105 m2), 116 (1.5×105 m2), 95 (1.2×105 m2) and 201 (3.3×105 
m2) for Urdok, Satopanth, Bhagirath Kharak and Langtang, respectively. Note that the color envelopes 
are not overlapping but stacked on top of one another. 

For all four glaciers, the change in cliff number is centered around zero and the standard deviation varies 
between 10 and 20% of the total cliff number. For the four glaciers, the change in number is driven by 
the birth and death events. Split and merge events contribute respectively positively and negatively to 
the change in number, mix events can cause changes in both directions (Fig. 4.4A), and persist events 
do not contribute to the change in number but can contribute to the change in area. Split, merge and mix 
events only contribute to less than 10% of the change in number, except from 2014 to 2016 for Urdok 
where they contribute up to 40% of the change. In most cases, except for some years in Urdok and 
Bhagirath Kharak, an increase in cliff number is followed by an increase in death events. This is 
consistent with what we observe when comparing the number of death events and the total cliff number 
one year before (Fig. 4.S5), which shows that death events tend to compensate for a higher-than-average 
number of cliffs. 

Changes in cliff area are mostly positive for Urdok, and negative for Satopanth, thus highlighting an 
increase and a decrease in cliff area, respectively. These changes are centered around zero for Bhagirath 
Karak and Langtang (Fig. 4.4). Their standard deviation varies from 7% of the cliff relative area for 
Satopanth to 45% for Urdok. For all glaciers, there is a significant contribution of birth and death events 
to changes in cliff relative area, and peaks in cliff relative area change usually correspond to peaks in 
birth events and/or lower death rates (Fig. 4.4). These peaks in the contribution of birth events to cliff 
area are amplified by the contribution of split, merge, mix and persist events, which usually contribute 
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in the same direction, either positively or negatively (Fig. 4.4). Of all these events, the persist events 
are usually predominant, even in terms of net contribution, but the mix or split events can also contribute 
considerably in some years, especially at Urdok and Satopanth. 

  

4.6.3. Cliff size and pond influence 

For the four study sites, we find that the cliff size follows a lognormal distribution (Fig. 4.S6). This 
lognormal distribution spans two orders of magnitude, from 100 m2, which corresponds to four 
RapidEye pixels and can therefore be considered as the cliff detectability threshold, to ~10 000 m2 (400 
pixels), and even to more than 20 000 m2 (800 pixels) for some cliffs in Urdok (Fig. 4.S6). The size of 
new cliffs or dying cliffs also follows a lognormal distribution with a similar standard deviation to the 
persisting cliffs, but they are generally smaller, with the mean of the lognormal distribution around 400-
500 m2 for Urdok and Langtang, 200-300 m2 for Satopanth and Bhagirath Kharak, while it is between 
500 and 800 m2 for the persisting cliffs (Fig. 4.S6). As a result, the cliffs that are about to die, or that 
are less than one year old, tend to be smaller than other cliffs. 

The size of splitting, merging and mixing cliffs also follows a lognormal distribution (Fig. 4.S7). The 
size distribution of merging cliffs is very similar to that of the persisting cliffs, which means that any 
cliff can be involved in a merge event, while the cliffs resulting from a merge event are larger than the 
norm. This is the contrary for split events, in which the cliffs that split are generally larger than normal 
but the cliffs resulting from split events follow the same size distribution as the total population (Fig. 
4.S7). For the mix events the size distribution of cliffs before and after is more or less the same and 
similar to that of the total cliff population with some variations due to the small number of events 
relative to the persist events. 

For split, merge, mix and persist events, the relationship between the sum of cliff sizes before (Si) and 
after the event (Sf), is given by the area ratio α: 

(Eq. 4.1)      𝛼 =  𝑆𝑓

𝑆𝑖
 

Our results show a large spread of α, which usually follows a lognormal distribution centered around 1, 
and range from 0.1 to 10 for the most extreme area changes (Fig. 4.S8). For persist events, this area 
ratio is dependent on the cliff initial size, with a tendency for smaller cliffs to increase in size while the 
larger cliffs tend to decrease in size (Fig. 4.S8). Such a trend is difficult to observe for other events, 
which occur less often than persist events. 

Ultimately, the presence of ponds also has an influence on the birth and death events. For Urdok, 
Satopanth and Bhagirath Kharak, 10 to 35% of all the cliffs have an attached pond, and for Langtang 
this value varies between ~30% and ~50% (Fig. 4.S9). At all sites, the proportion of new or dying cliffs 
with an attached pond (less than 10 m away) is consistently lower than for the whole population, and 
can be as low as 10-12% for Langtang and Urdok, 0-2% for Satopanth and Bhagirath Kharak (Fig. 
4.S9). Urdok is the site where the difference is less visible. 

 

4.7. Stochastic modeling of cliff dynamics 

Based on our observations from the tracking of ice cliffs we implemented a stochastic birth-death model 
to represent the cliff population dynamics and the interannual changes in cliff number and area for each 
glacier. We implemented two models, one that is purely stochastic and all events occur at random, for 
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which we considered the cliff populations to be closed systems with no influence from external drivers, 
and the second where we included the influence of air temperature, precipitation, pond area, and surface 
velocity on the birth and death rates and area ratios of persist events. In this second model, we kept the 
mix, split and merge events as stochastic events since they represent a minority of events and the 
influence of the external drivers was unclear. 

 

4.7.1. Stochastic birth-death model 

The purpose of a purely stochastic model is to describe the natural internal variability of a system given 
by randomly occurring events in time. A birth-death model is a basic type of model commonly used in 
ecology or epidemiology to study the demography of a population and to provide information on the 
probability distributions of the number and characteristics of individuals (Bailey, 1968; Kendall, 1948). 
Such models have also been used in the simulation of the birth and death of rainfall cells (e.g. Paschalis 
et al., 2013). Birth-death models characterize the evolution of a population following the underlying 
equation: 

(Eq. 4.2)    𝑑𝑃
𝑑𝑡

= 𝐵(𝑡) − 𝐷(𝑡) 

Where P(t) is the number of individuals (cliffs) in a given year, B(t) and D(t) are respectively the birth 
and death rate in cliffs/year. In the case of ice cliffs, we include merge, split and mix events, and the 
governing equation for the stochastic cliff population dynamics becomes:  

(Eq. 4.3)         𝑑𝑃
𝑑𝑡

=  𝐵(𝑡) − 𝐷(𝑡) + 𝑆(𝑡) − 𝑀(𝑡) + 𝑀𝑖(𝑡) 

Where S(t), M(t) and Mi(t) are the split, merge and mix rates in cliffs/year, respectively. Mi(t) can be 
positive or negative while the other terms are all positive. All the terms are described by their probability 
density functions (mean and variance) estimated from data. There is a linear dependency between the 
death rate and the population size (Fig. 4.S5): 

(Eq. 4.4)    𝐷(𝑡 + 𝑑𝑡)  =  𝑎 𝑃(𝑡) + 𝑏 + 𝜉 

Where a and b are estimated from the death rates related to the total population and 𝜉 is a stochastic 
noise term (Supplementary Material).  

Equation (4.3) is solved in a time-stepping manner with dt = 1 year, by drawing the terms B, S, M, Mi, 
𝜉 from their respective distributions, starting at time zero with a given initial cliff population. Each 
individual cliff in the population is assigned to undergo a death, mix, merge, split or persist event based 
on the probability of individual events in every year, its size and the size distribution of dying, mixing, 
merging, splitting and persisting cliffs (Supplementary Information, Model Description: 3. Cliff 
selection). The cliffs are tracked individually in the model and their size is updated at each time-step 
based on the area ratio distribution of the merge, split, mix or persist event that they undergo. New cliffs 
are attributed an initial size which is drawn randomly from the size distribution of new cliffs, and dying 
cliffs are removed from the cliff population. The implementation of the model is described in detail in 
the Supplementary Information (Model Description, Fig. 4.S10, Table 4.S3, S4). 

Since the processes controlling the size changes of the cliffs are also stochastic for each event, the cliff 
area A(t) can be written following a similar equation as Eq. 4.3: 

(Eq. 4.5)  𝑑𝐴
𝑑𝑡

=  𝐵𝐴(𝑡) − 𝐷𝐴(𝑡) + 𝑆𝐴(𝑡) + 𝑀𝐴(𝑡) + 𝑀𝑖𝐴(𝑡) + 𝑃𝑒𝐴(𝑡) 
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Where BA, DA, SA, MA, MiA, PeA are the changes in size from the birth, death, split, merge, mix and 
persist events which can be positive or negative, except for BA and DA which are always positive. 

Note that if we combine (Eq. 4.3) and (Eq. 4.4) in a steady state case (𝑑𝑃
𝑑𝑡

= 0 𝑎𝑛𝑑 𝑑𝐴
𝑑𝑡

= 0), the mean 

changes from the different events compensate each other and force the mean population �̅� to a given 
value that is independent of the initial conditions: 

(Eq. 4.6)         �̅� − (𝑎 �̅� + 𝑏) + 𝑆̅ − �̅� + 𝑀𝑖̅̅̅̅ = 0 

Similarly for the cliff relative area (Eq. 4.5). 

In this first version of the model, the probability distributions of the different terms of Eq. 4.3 and 4.5 
are fixed in time and in this case P(t) will converge in time to its steady-state value �̅�. However, these 
probability distributions can also be time-dependent with individual annual rates a function of external 
driving forces. 

 

4.7.2. Influence of external drivers 

In the second version of the model, we take into account external drivers and their influence on the cliff 
population dynamics. These external drivers are the monthly air temperature and precipitation from 
ERA5-Land (Muñoz Sabater, 2019) averaged over the summer months (June to September), the average 
annual glacier velocity and change in velocity over the centerline of the debris-covered part and the 
AOI from the ITS_LIVE velocity data (Dehecq et al., 2019), and the total pond area and change in pond 
area (Table 4.S5-S8). We relate cliff population dynamics and external drivers using a stepwise 
multivariate regression for the birth rate, relative death rate (defined as the ratio of death events and 
total number of cliffs at the previous time-step) and the parameters of the size-dependent mean area 
ratio of persist events (Supplementary Information, Stochastic model description, Table 4.S5-S8). For 
each of these regressions we use a linear model with an intercept and a linear term for each predictor. 
The predictors are added using stepwise regression if adding them increases the adjusted correlation 
coefficient Adj-R2 value by more than 0.1, which guarantees that the new terms improve the model 
more than they would be expected by chance (Miles, 2014). This multivariate regression is applied to 
the whole time series from 2009 (2010 for Satopanth and Bhagirath Kharak) to 2018, since we only had 
velocity data until that year. We then account for the external drivers in the model by rewriting the birth 
rate, relative death and area ratio parameters at each time step Paramj(t) as a function of the eight 
external drivers Di using the coefficients ai,j and RMSE from the multivariate regression: 

(Eq. 4.6)    𝑃𝑎𝑟𝑎𝑚𝑗(𝑡)  = 𝑎0,𝑗 + ∑ 𝛿𝑖,𝑗𝑎𝑖,𝑗𝐷𝑖
8
𝑖=1  + 𝜆𝑗(𝑡)    

Where 𝜆𝑗(𝑡) is a stochastic term drawn at each time-step from a discrete normal distribution of mean 
zero and standard deviation equal to the RMSE of the multivariate regression. 𝛿𝑖,𝑗 is equal to zero or 
one depending on the inclusion or exclusion of the external driver in the multivariate regression (Table 
4.S5-S8). 

 

4.7.3. Modeling results 

We apply the stochastic birth-death model (without external drivers, section 4.7.1) to the cliff 
population of the four sites for the duration of the observation time series (Fig. 4.5). The model 
parameters are estimated from the entire study period, and we run the model 200 times for the period 
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2009-2019 starting from observed initial conditions in 2009 to quantify the probability distribution of 
cliff number and area over time. The model converges rapidly and there are no significant changes in 
mean or standard deviation after more than 200 simulations (Fig. 4.S11). The mean cliff number and 
area both converge to steady states within the first 10 years of the simulations (Fig. 4.5), and the standard 
deviation range and maximum spread are also stable in time after this point (Fig. 4.S12). The results 
obtained by calculating the parameters over the full time series are similar to those obtained when 
calculating the parameters over the first 5 years, even though the fit is less good, especially for the last 
years at Satopanth and Bhagirath Kharak (Fig. 4.S13), and are independent of the initial conditions (Fig. 
4.S14). All the observations are within the modelled range of values except for year 2012 for the cliff 
relative area in Urdok (Fig. 4.5). This variability range is characterized by a standard deviation that is 
between 12 and 20% of the mean value after 10 years for both cliff relative area and number. This 
means that the observed variability in cliff properties (number and area) in time can be explained by a 
model in which cliff forming and destruction processes are completely random. 

 

Figure 4.5: Outputs from the stochastic model for the number of cliffs and their relative area. The 
model was run 200 times from 2009 (2010 for Satopanth and Bhagirath Kharak) to 2019. Parameters 
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were estimated over the full time series. The red dots correspond to the observations from the mapping. 
The dark blue line corresponds to the average values of the 200 simulation runs. The mid blue area 
represents the standard deviation of the runs and the light blue area the maximum and minimum values. 

The stepwise multivariate regression applied to the four glaciers shows that the most significant drivers 
for the birth rates are the total pond area and the change in pond area (Table 4.S5). They are the first 
predictors selected in the stepwise multivariate regression for Urdok, Satopanth and Bhagirath Kharak. 
For Langtang the air temperature is more significant but the multivariate regression at this site is not 
statistically significant according to its high P-value (Table 4.S5). Similarly, the glacier velocity and 
velocity change in the AOI or across the whole debris-covered area are the most significant drivers for 
the relative death rate and area ratio for the sites where the multivariate regression is statistically 
significant (Table 4.S6-S8). All the tested drivers contribute significantly to a few model parameters at 
different sites except for precipitation that has no significant contribution (Table 4.S5-S8). 

When applying the model accounting for external drivers, we find that the mean cliff number and 
relative area do not converge but rather follow similar annual variations to the observations (Fig. 4.6). 
The variability range is smaller than for the purely stochastic model but all the observations fall within 
the model minimum and maximum values and most of them are within the standard deviation bounds. 
For Urdok however the abrupt increase in cliff relative area between 2012 and 2015 is still not captured 
well while the cliff relative area is underestimated on average for Bhagirath Kharak (Fig. 4.6B, F). This 
means that external driving variables in the stochastic model are able to reduce uncertainties, better 
match interannual variability in observations, and in some cases identify situations where the random 
model fails. 
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Figure 4.6: Outputs from the stochastic model with external drivers for the number of cliffs and their 
relative area. The model was run 200 times from 2009 (2010 for Satopanth and Bhagirath Kharak) to 
2019. Parameters were estimated over the full time series. The red dots correspond to the observations 
from the mapping. The dark blue line corresponds to the average values of the 200 simulation runs. The 
mid blue area represents the standard deviation of the runs and the light blue area the maximum and 
minimum values. The y-axis scales are the same as for Figure 4.5. 

 

4.8. Discussion 

4.8.1. Mapping and tracking limitations 

For the cliff mapping we used RapidEye data from Planet Labs (Planet Team, 2017) because of their 
high spatial resolution (5 m) and relatively long time series (more than a decade of images freely 
available with an academic license). These are however georectified images without a contemporaneous 
DEM, so no mapping approach based on slope (Herreid and Pellicciotti, 2018; Reid and Brock, 2014) 
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could be used in a multi-temporal sense. We tested different multi-spectral approaches, namely the 
adaptive brightness threshold, the spectral curvature and linear spectral unmixing with scale (Anderson 
et al., 2021; Kneib et al., 2020), but the results were not satisfying and consistent enough for this sensor, 
due to the varying illumination conditions and increased shading for some of the scenes compared to 
the Pléiades and Sentinel-2 sensors for which the methods above were developed (Kneib et al., 2020; 
Watson et al., 2018). Despite the important effort required and the possible operator bias (Herreid and 
Pellicciotti, 2018), we thus favored the use of manual delineation of cliffs for this study. For ponds, we 
used an NDWI threshold since this approach had already been validated for pond mapping with 
RapidEye data (Watson et al., 2018). Some manual improvement was still necessary for ice-covered 
ponds but the time investment was minimal compared to the manual delineation of all the cliffs. In the 
future, the use of an automated approach for cliffs using high-resolution sensors with a high overpass 
rate to minimize shading such as PlanetLabs will likely enable the study of longer time series and on a 
seasonal time scale.  

The main uncertainties from the cliff mapping come from the operator bias (Fig. 4.S2) and the change 
in illumination and shadowing from image to image, especially because we did not have access to any 
high-resolution slope data, which can help discriminate some cliffs (Herreid and Pellicciotti, 2018; 
Steiner et al., 2019). For the same reason, we could not calculate the cliff slope and aspect and only 
used ice cliff planimetric area to calculate the cliff relative area. The manual mapping was greatly 
improved by comparing sequential images. Disruptions in glacier surface motion were thus anticipated 
to be caused by backwasting cliffs or draining or filling ponds, which helped to constrain the mapping. 
Accounting for these disruptions in glacier surface motion was performed manually in this study but is 
a promising method to map cliffs and derive their backwasting rates in an automated way (Altena and 
Kääb, 2020). Furthermore, comparing the outlines with those derived by independent operators for six 
different domains across six different images enabled us to constrain the uncertainties from the mapping 
(Fig. 4.S2). Ultimately, reducing the uncertainties from the mapping requires automated approaches 
and higher resolution images (Kneib et al., 2020; Salerno et al., 2012). Cliffs and ponds can be mapped 
at resolutions coarser than 5 meters but this results in higher uncertainties and increases the detectability 
threshold to only map the larger features (Herreid & Pellicciotti, 2018; Kneib et al., 2020; Miles, Steiner, 
et al., 2017; Watson et al., 2018). This is especially true for ice cliffs, which have a more elongated 
shape and can be very steep, thus in general, the finer the spatial resolution, the better (Brun et al., 2018; 
Immerzeel et al., 2014; Kraaijenbrink et al., 2016).  

The tracking disagreements between the manually and automatically tracked cliffs were 10% at most 
and occurred mostly for cases of small cliffs, for which the aspect was difficult to determine, or cliffs 
with a sharp aspect discontinuity (e.g. Fig. 4.2F). In such cases, it was difficult to tell which of the 
manual or automated tracking was correct, and since there were less than 10% of disagreements, we 
considered the uncertainties from the tracking to be negligible compared to the mapping uncertainties. 
Having an accurate DEM for each image would have reduced the tracking error considerably by 
eliminating the cases described above (Steiner et al., 2019). Furthermore, the mean aspect of cliffs can 
change considerably from one year to the next, so we do not recommend the application of this tracking 
algorithm for intervals longer than a year. 

For this study, which focused on the cliff number and relative area variability, the precision and 
consistency of the mapping was actually more important than the accuracy of the outlines. The 
agreement between the four independent operators in the trends of cliff area and number that they 
derived independently between 2011 and 2016 for six validation domains (Fig. 4.S3) shows that while 
there were disagreements in the actual values, the trends were mostly similar. Therefore, we would 
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expect that if another operator were trying to reproduce the same experiment, the absolute numbers may 
disagree with the ones from this study, but the variability and general patterns and therefore the results 
would be the same. 

We also note that the AOISs of the four studied glaciers did not cover the full extent of the debris-
covered areas due to snow, shadows and avalanching (Fig. 4.1), and were mostly limited to the lower 
portions of the glaciers, where we expect thicker debris and more stagnant ice (Anderson and Anderson, 
2018). This could potentially bias these observations towards particular cliff-types influenced more by 
ponds than supraglacial streams, and less by ice dynamics. Similarly, the differences in relative 
coverage of the AOIs on the different glaciers could influence some of the relative changes observed, 
which needs to be taken into account in the interpretation of the results.  

 

4.8.2. Life cycle of ice cliffs 

The systematic mapping of ice cliffs and ponds at annual intervals in the post-monsoon season and for 
the same AOI highlights the high variability of these features from one year to the next (Fig. 4.3). This 
has implications for the melt of debris-covered glaciers, while from a process understanding standpoint 
it informs about the rates of changes of the glacier surface. This interannual variability had been 
investigated before (Steiner et al., 2019; Watson et al., 2016; 2017; Miles et al., 2017) but never in such 
a consistent way. Our results show that the cliff relative area can change regularly by typically 20% 
from one year to the next, and the pond relative area by more than 40%. In this regard, Urdok is a special 
site that exhibits even larger variations (up to 100% changes in cliff relative area and 300% changes in 
pond relative area). As cliffs and ponds are major contributors to the mass balance of debris-covered 
glaciers and enhance melt by a factor of 3 to 8 relative to the surrounding debris-covered ice (Brun et 
al., 2018; Buri et al., 2021; Immerzeel et al., 2014; Juen et al., 2014; King et al., 2020; Miles et al., 
2018; Mölg et al., 2019; Reid & Brock, 2014; Thompson et al., 2016), these results highlight the need 
to take into account the variability of these features in glacier melt models. 

Interannual ice cliff variability is extreme at the feature scale, with typically 15 to 30%, and in some 
years up to 50%, of new cliffs forming every year (Fig. 4.4). The dynamics vary from cliff to cliff, with 
some cliffs observed in only a single year (usually the smallest ones), and others persisting for the whole 
study period. The evolution of a cliff is partly constrained by the presence or absence of a pond (Fig. 
4.S8). The fact that at all sites the proportion of pond-associated cliffs is greater for persisting cliffs 
than for dying or new cliffs implies that association with a pond is indeed a key factor promoting cliff 
longevity (Brun et al., 2016; Buri, Miles, et al., 2016; Miles et al., 2016; Watson, Quincey, Carrivick, 
et al., 2017). Ponds encourage cliff persistence, and pond drainage can be a precursor to cliff death. 
Fluctuations in the ponded area have a significant influence on the birth rate of the Urdok and Satopanth 
cliffs and the relative death rates of the Urdok cliffs (Table 4.S5-S6). The negative relationship between 
the cliff birth rate and pond area for Urdok and Bhagirath Kharak (Table 4.S5) could indicate that 
draining ponds wash away the debris, leading to cliff birth. However, despite this control for individual 
cliffs, there is no clear relationship between cliff and pond relative area at the scale of an individual 
glacier (Fig. 4.3) because the ponds only affect less than 50% of the cliff population (Fig. 4.S9). 
Therefore, at the glacier scale, the pond influence is muted by other factors and their contribution to 
cliff persistence is not always significant. Cliffs and ponds also evolve on different time-scales, with 
ponds having much stronger seasonal variations than cliffs (Miles, Willis, et al., 2017). 

The size of the cliff also plays a role in its evolution. We found that cliffs tend to follow a lognormal 
distribution with regards to their size, which is consistent with what has been found on Khumbu glacier 
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(Watson et al., 2017a). Some studies using semi-automated mapping found that the number of cliffs or 
ponds on a glacier increases exponentially as size decreases (Kneib et al., 2020; Miles, Willis, et al., 
2017), which could mean that there is an observational bias for mapping only the large features relative 
to the sensor resolution (Salerno et al., 2012), but this would need to be confirmed by very high 
resolution mapping from field observations and UAV flights. New cliffs and dying cliffs are in general 
smaller than the other cliffs, even if there are exceptions. Interestingly, we also found that the area ratio 
of persist events decreases with the initial cliff size (Fig. 4.S7). However, these observations are likely 
biased by the fact that we cannot detect ice cliffs smaller than a few pixels (< 100-200 m2), which means 
that what we count here as birth or death events may just be persist events, but involving features that 
have passed beyond the satellite images’ limit of detectability. The area ratio of persist events is centered 
around 1 but there are cases where the cliff size is multiplied or reduced by a factor up to 10, which can 
happen when the cliff expands laterally on the nearby slopes. This expansion or reduction probably 
depends on the stability of the debris on an ice slope, which is linked to the slope angle but also to the 
debris water content and the presence of a pond or stream at the base of the slope (Moore, 2018). 

Merge, split or mix events also contribute to the interannual variability of the cliff population, especially 
for the change in cliff relative area. Their contribution to cliff area change follows the same general 
pattern as the contribution of persist events (Fig. 4.4), which means that while these events are mostly 
stochastic and, for merge and mix events, dependent on the local cliff concentration, at the glacier scale 
their contribution to the cliff area change has the same drivers as the persist events. 

All these events contribute to increasing the interannual variability of the cliff population, except for 
death events, which to some extent compensate for strong variations in cliff number and as a result, 
relative area. Indeed, at all sites an increase in the number of cliffs usually results in an increase in the 
number of death events the year after. Such feedback is the basis of most birth-death models in a closed 
system with limited resources (Bailey, 1968; Kendall, 1948). 

 

4.8.3. Controls on ice cliff variability 

Determining the controls of the variability of the cliff population is important to understand the observed 
patterns and relate this to processes happening at the glacier surface, but also in a broader sense to 
understand whether these variations are purely stochastic or on the contrary are representative of a 
particular glacier state or evolution. The stochastic model runs provide new insights into the natural 
internal variability of the cliff population at the glacier scale based on the observed variability of the 
system. This gives a first approximation of the system bounds in the long term, assuming that the glacier 
surface does not undergo major changes. Our stochastic model outputs a distribution of cliffs that 
depends on the initial conditions for the first few years but rapidly converges to a steady state that 
depends on the parameters of the different events and that has an internal variability that is proportional 
to its mean value. We estimated the parameters over a period of 10 years (Fig. 4.5) and 5 years (Fig. 
4.S13) and obtained similar results despite a less good fit in the second half of the time series when the 
parameters were estimated over the first five years, which shows that the variability of the cliff 
populations only changed marginally over our observation period. Assuming that the general climatic 
and glaciological conditions encountered persist, the results of the model inform us on the long-term 
variability of the cliff populations of these four glaciers (Fig. 4.S12). 

The stochastic assumption enables us to calculate the internal variability of the system but does not tell 
us if this variability can be influenced by external drivers. Adding the influence of external drivers in 
the model reduces the variability and improves the fit with the observations, which shows that these 
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external drivers do have an influence on the variability of the system. The results from the multivariate 
regression help explain some of the observed variability and link it with climate, glacier velocity or 
pond evolution. None of the tested variables stands out as a principal driver and all contribute to some 
extent to the observed changes. They are, however, all related to the melt at the surface of the glacier, 
since climate variables influence melt and this melt will increase the amount of water circulating at the 
surface of the glacier via ponds and streams, while enhancing basal sliding and therefore glacier velocity 
(Kraaijenbrink et al., 2016; Yang et al., 2020). 

Urdok is an interesting study site as its cliff population undergoes extreme variations, and shows a major 
increase in cliff relative area between years 2012 and 2015 that the internal variability fails to explain. 
This change results from an increase in cliff size from merge, mix and persist events (Fig. 4.4) and 
coincides with a strong increase in the average velocity of the debris-covered area (Fig. 4.7) that could 
be indicative of a surge event. The fact that this increase in cliff relative area is driven by merge and 
mix events is a sign that there is a large reorganization of the cliffs at the scale of the glacier, while at 
the same time they increase in size. The comparison of cliff outlines between 2012 and 2015 shows that 
the cliffs expand laterally in the direction of their principal axis along sinuous paths across the glacier 
surface (Fig. 4.7D-G). This can be interpreted as the rapid development of large ‘cryo-valleys’ at the 
surface of the glacier, as these cliffs develop and expand on either side of supraglacial streams, thus 
reshaping the surface of the glacier within the span of a few years. Similar mechanisms have been 
described on Zmutt glacier (Mölg et al., 2020) but over the course of several decades and without the 
occurrence of a glacier surge. Rather, the development of cryo-valleys at Zmutt seems to have occurred 
as the glacier stagnated, leading to persistent configurations of the glacier’s drainage network (Mölg et 
al., 2020), whereas in the case of Urdok, the cryo-valley development coincides with an up-glacier (but 
not local) increase in velocity, suggesting reorganization of drainage networks driving water to the 
glacier’s surface above the study area, which is supported by the erratic interannual fluctuations of pond 
area observations during this period (Fig. 4.3). Understanding the mechanism of Urdok Glacier’s 
increase in velocity is outside the scope of the present study and an opportunity for further investigation, 
but the example shows clearly that cliff and pond populations can undergo considerable changes due to 
external drivers. 

Our stochastic model lets us quantify the possible range of the number and relative area of ice cliffs and 
our observations fall within the model bounds in all cases except for Urdok. There, the glacier is 
undergoing a major change which results in the complete rearrangement of the cliffs at its surface. We 
interpret the variability bounds given by the model as a physical constraint on the system. These bounds 
define the cliff carrying capacity of a glacier. Indeed, the number and relative area of cliffs is constrained 
by the availability of steep slopes, which is in turn constrained by the number of hummocks and cryo-
valleys (Bartlett et al., 2020; King et al., 2020; Mölg et al., 2020). The size of the hummocks is 
constrained by the glacier size (Bartlett et al., 2020), which gives an upper bound to the cliff relative 
area. However, the development of cryo-valleys enables cliffs to arrange themselves in a very different 
and denser way than on a purely hummocky surface, and this transition is clearly visible in the case of 
Urdok (Fig. 4.7). The exact reasons for this transition are unclear but are probably linked to the surge 
event highlighted by the change in velocity of the debris-covered area, which impacts the glacier 
hydrological system (Chudley & Willis, 2019; Gulley et al., 2009; Miles, Willis, et al., 2017; Quincey 
et al., 2015). Indeed, the data for Urdok suggests that a surge front migrated through the upper part of 
the glacier (above the AOI) with little impact on the velocity or strain rates in the AOI but resulted in 
the routing of more water at the surface of the AOI, thus leading to the development of cryo-valleys. 
Therefore, the ice cliff population is expected to evolve within the bounds given by the stochastic model 
parameters, but this steady state can be modified by intense changes in surface topography resulting 
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from major glaciological or climatic changes. As a result, we expect that the state and distribution of 
ice cliffs on a glacier could inform us to some extent about its dynamic state and climatic drivers. 

 

Figure 4.7: Development of cryo-valleys between 2012 and 2015 on Urdok glacier. (A) cliff relative 
area and average surface velocity along the centerline of the debris-covered area over time. (B-C) 
Cliff and pond density maps of the lower portion of Urdok, where 0 corresponds to no cliff or pond 
occurrence over the whole time series and 1 corresponds to the occurrence of cliffs or ponds in all 
images. Background image is the 2015 RapidEye scene (color composite of bands 5, 4 and 2). (D-G) 
Maps of cliffs (pink) and ponds (blue) on the same portion of Urdok for the 2012 to 2015 RapidEye 
images. Background images are the corresponding RapidEye scenes (color composite of bands 5, 4 
and 2). 

The fact that none of the tested variables stands out as a main driver of the cliff variability highlights 
the complexity underlying ice cliff evolution, due to a number of competing and interlinked processes 
happening at the glacier surface (Fig. 4.8). Indeed, changes in glacier velocity or climate may translate 
differently at the local scale depending on the local hydrology, debris thickness and topography. At this 
local slope scale, the cliff area change, including formation or decay, is ruled by debris mobilization, 
which depends on local slope characteristics (Moore, 2018). These include the slope angle, the debris 
water content along with the state of the base of the slope and the possibility for sliding debris to be 
removed (Moore, 2018), but also on the surrounding topography which may constrain the cliff’s lateral 
expansion. A number of processes that are interdependent and difficult to quantify at larger scales may 
modify these slope characteristics. For example, the development of a supraglacial stream or pond from 
sub-debris melt and in-debris flow routing (Fyffe et al., 2019; Miles, Steiner, et al., 2017; Westoby et 
al., 2020) has the combined effect of increasing the melt at the base of the slope and removing the debris 
sliding down it (Benn et al., 2001; Miles et al., 2016; Moore, 2018). The development of supraglacial 
streams is therefore beneficial to an increase in cliff relative area along cryo-valleys (Mölg et al., 2019) 
as long as the incision rate does not exceed the sub-debris melt rate (e.g. Reid & Brock, 2010), which 
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would lead the stream to form an englacial conduit via a cut-and-closure mechanism (Gulley et al., 
2009; Jarosch and Gudmundsson, 2012). Such a stream could however be interrupted by the opening 
of a crevasse, which depends on the glacier strain rates, while at the same time such crevasses could 
initiate ice cliff formation via an increase of the slope angle and the removal of debris (Reid and Brock, 
2014). Crevasses may also affect flow routing and therefore the draining or filling of ponds (Miles, 
Willis, et al., 2017; Watson et al., 2016), with consequences on melt or slope availability for cliffs 
(Miles et al., 2016). These processes are all influenced by external variables such as climate and glacier 
dynamics, but also depend on the local topography (Fig. 4.8). When looking at the cliff population of a 
glacier in the long term, the stochastic approach ignores these processes that are conceptually 
understood or at least hypothesized, but difficult to measure. However, in some cases like for Urdok 
Glacier, they may trigger major changes in the cliff relative area, which calls for a need to quantify 
these processes more accurately to better understand the drivers of cliff evolution. 

 

Figure 4.8: (A) Processes influencing ice cliff area change from the local slope to the glacier scale. 
The glacier surface processes are all attributed a different color. (B-C) Evolution of a cliff-pond system 
on Langtang Glacier and a cryo-valley cliff on Urdok Glacier from 2009 to 2019. The pink outlines 
correspond to the different states of the cliffs that first appeared in the images in 2011 for Langtang 
and 2009 for Urdok. The associated ponds are represented in blue. The colored dots at the base of each 
map represent the most likely glacier surface processes at play at this location in the previous 2 years.  

 

4.8.4. Outlooks 

The significant variability of ice cliffs that we observed shows that cliff population dynamics need to 
be taken into account for distributed glacier melt models operating at multi-year timescales. Indeed, for 
example on Langtang, an increase in cliff relative area of 20% could translate into 4% of additional 
volume loss of the debris-covered area (Buri et al., 2021). The stochastic cliff birth-death models are 
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computationally efficient tools to represent this variability and an interesting next step would be to 
analyse backwasting rates in combination with the different events we described here. This would likely 
require high resolution DEMs for the cliff time series or at least solid assumptions for cliff slope. For 
this purpose, and despite available cliff energy-balance models (Buri et al., 2016b; Juen et al., 2014), a 
better understanding of the relationship between the different steps of the cliff life cycle, debris 
redistribution and action of supraglacial streams and ponds, especially during the melt season, would 
be very valuable. It has been suggested  that cliffs could increase in size during the monsoon season 
(Steiner et al., 2019) due to debris mobilization from precipitation and melt, but such a seasonality has 
not been clearly observed; a more detailed analysis of what happens to cliffs sub-seasonally, and 
especially during the monsoon, and the implications for cliff-associated melt would thus be highly 
relevant.  A better understanding of these processes would also help improve the stochastic model that 
is, at present, highly empirical and glacier specific. Quantifying various surface processes, 
understanding their spatial and temporal scales, and linking them with climatic variables and glacier 
dynamics will likely enable a more robust representation of ice cliff variability. 

This study also shows that there can be very different ice cliff population dynamics for different glaciers, 
which depend at least partially on the mechanisms that drive cliff birth and organization. However, this 
variability is difficult to constrain due to the lack of large-scale observations of ice cliffs. The emergence 
of semi-automated approaches to map these features from remote sensing data (Anderson et al., 2021; 
Herreid & Pellicciotti, 2018; Kneib et al., 2020) should enable this large-scale mapping and as a result 
a better understanding of cliffs’ broad spatial variability. Finally, the cliff tracking approach and dataset 
along with the model developed here offer an opportunity to further investigate the causes of individual 
and bulk cliff behavior and thus better understand the local drivers of cliff birth and death and the 
possible influence of the local topography, surface hydrology, geomorphology or glacier motion. 

 

4.9. Conclusions 

In this study, we combined systematic mapping of ice cliffs at yearly intervals with a method to track 
individual cliffs in order to quantify and characterize the cliff population variability of four HMA 
glaciers. Our results show that the cliff relative area can commonly change by 20% and up to 80% from 
one year to the next at the surface of a glacier. Due to the melt enhancement effect of the cliffs, this 
variability will have large implications for the melt of debris-covered glaciers and should therefore be 
accounted for in glacier and glacio-hydrological models, at least in a stochastic way in a first step to 
include this additional uncertainty from natural cliff variability in the melt rates. 

This interannual variability is driven by a combination of contributions from different events occurring 
at the cliff scale and that rule the cliff life cycle. Birth and death events dominate the variability in the 
number of ice cliffs. Death events constrain the number of ice cliffs, thus defining the cliff carrying 
capacity of a glacier while birth events are stochastic, with some dependence on the pond interannual 
variability. These ponds promote cliff persistence but affect less than 50% of the population and thus 
are not the main driver of the cliff population’s interannual variability. The changes in cliff relative area 
are also driven by the net contributions of persist events in addition to net contributions from split, 
merge or mix events that vary consistently. 

These events can be represented in a stochastic birth-death model to constrain the long-term natural 
variability of the number and area of cliffs. Some of the changes are however not entirely stochastic 
and our results show that they can be influenced by climate, supraglacial ponds and/or surface velocity, 
in spite of the complexity of all the interdependent processes occurring at the glacier surface. As a result, 
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major climatic or glaciological changes, such as we have seen in the case of a surge, may lead to a 
reorganization of ice cliffs at the glacier surface and a change in the natural variability of the system.  

 

4.10. Open Research 

All the cliff and pond outlines generated for this study are available on Zenodo 
(10.5281/zenodo.4632840) along with the different codes used, including the ones used for the tracking 
and the modeling (Kneib et al., 2021). Other datasets used for this research are elevation changes (Brun 
et al., 2017), surface velocity data from ITS_LIVE (Dehecq et al., 2019; Gardner et al., 2018), climate 
data from ERA5-Land (Muñoz Sabater, 2019) and debris-covered glacier outlines (Herreid and 
Pellicciotti, 2020b). 
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4.12. Supplementary material 

 

Table 4.S1: Multi-spectral satellite data used to map cliffs and ponds. 

Site Year Sensor Date of acquisition 

 
 
 
 
 
 
 
 
 
Langtang 

2009 RapidEye 03/11/2009 

2010 RapidEye 26/10/2010 

2011 RapidEye 16/12/2011 

2012 RapidEye 08/11/2012 

2013 RapidEye 11/10/2013 

2014 RapidEye 11/10/2014 

2015 RapidEye 25/10/2015 

2016 RapidEye 21/10/2016 

2017 RapidEye 12/11/2017 

2018 RapidEye 20/10/2018 

2019 RapidEye 14/10/2019 

 
 
 
 
 
 
 
 
 
Urdok 

2009 RapidEye 26/09/2009 

2010 RapidEye 20/11/2010 

2011 RapidEye 29/09/2011 

2012 RapidEye 27/10/2012 

2013 RapidEye 29/09/2013 

2014 RapidEye 18/08/2014 

2015 RapidEye 09/08/2015 

2016 RapidEye 30/12/2016 

2017 RapidEye 24/09/2017 

2018 RapidEye 12/09/2018 
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2019 PlanetScope 04/09/2019 

 
 
 
 
 
 
 
 
Satopanth & Bhagirath 
Kharak 

2010 RapidEye 17/10/2010 

2011 RapidEye 21/09/2011 

2012 RapidEye 23/09/2012 

2013 RapidEye 20/09/2013 

2014 RapidEye 06/10/2014 

2015 RapidEye 16/09/2015 

2016 RapidEye 23/10/2016 

2017 RapidEye 02/10/2017 

2018 RapidEye 30/10/2018 

2019 PlanetScope 10/10/2019 
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Figure 4.S1: Mapping of ice cliffs at two locations (upper and lower panels) on Langtang Glacier 
from the 2015 and 2016 RapidEye images. In orange are the cliff outlines in 2015 and in blue the 
outlines in 2016. Background images are the RapidEye 2015 and 2016 scenes (color composite of 
bands 4, 2 and 1). 
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Figure 4.S2: Mapping uncertainties. Panels (A) and (B) show two of the six domains where the cliffs 
and ponds were validated (orange dashed lines), one on Urdok and the other on Langtang. The pink 
outlines correspond to the 2011 cliff outlines used in this study and the blue patches are the sum of the 
non-binary rasterization of outlines from the three independent operators from the same year. The 
background images are the 2011 RapidEye images (color composites of bands 5, 4 and 2). Panels (C) 
to (F) represent the cliff and pond relative area and number of this study versus those of the 
consensus outlines (blue dots), in comparison with the 1:1 line (red). Each dot corresponds to the 
values from the two domains in each image used for validation.  
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Figure 4.S3: Comparison of the cliffs and ponds number and relative area mapped by the four 
independent operators in the six validation domains in 2011 and 2016. The different colors 
correspond to the four operators and the dashed lines represent the trends between 2011 and 2016. 
Operator 4 was responsible for the cliff and pond delineation in all images outside of the validation 
period.  

 

 

Table 4.S2. Parameters of the tracking algorithm. 

Tracking parameters Values 

Maximum distance (between cliffs) 20 m.yr-1 

Maximum aspect difference 30°.yr-1 mod 180 ° 

Aspect standard deviation threshold over which 
only the closest pixels are considered 

45° 
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Figure 4.S4: Total contribution of different events to the general evolution of ice cliffs. The left panels 
show the change in cliff number and the right panels show the change in cliff area. For comparison, 
the mean cliff number (area) is 328 (6.8×105 m2), 116 (1.5×105 m2), 95 (1.2×105 m2) and 201 
(3.3×105 m2) for Urdok, Satopanth, Bhagirath Kharak and Langtang, respectively. Note that the color 
envelopes are not overlapping but stacked on top of one another. 

 



 

 

 

 

 

 

 

 

 

147 
 

 

Figure 4.S5: Number of death events plotted against the total number of cliffs the year before at all 
sites. The red line corresponds to the linear regression between the two datasets of slope a, intercept 
b, and coefficient of determination R2.  
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Figure 4.S6: Size distribution of new cliffs, dying cliffs (cliffs gone the next year) and persisting cliffs 
at each site and calculated over the whole time series. 

 

 

Figure 4.S7: Size distribution of cliffs just before (continuous lines) and just after (dashed lines) a 
split, merge, mix or persist event at each site and calculated over the whole time series. 

 

Figure 4.S8: Area ratio of persisting cliffs as a function of the initial size. The grey points correspond 
to all the persist events of the time series. The data was binned in 19 bins of equal size in the log 
scale, from 25 m2 to 32000 m2. The red lines are the mean area ratio values for these bins and the 
standard deviation is represented by the light red area.  
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Figure 4.S9: Proportion of cliffs less than 10 m away from a pond in the new cliffs, dying cliffs and 
persistent cliffs populations, over time and at each site. 

 

4.12.1. Stochastic model description 

This stochastic model represents the evolution of each individual cliff of a given population based on 
different parameters describing the occurrence and characteristics of birth, death, merge, split, mix and 
persist events (Fig. 4.S10). The model takes as input an initial number of cliffs, each with its own size. 
At each time step, the cliffs undergo death, split, merge, mix, persist or birth events and their number 
and sizes change. The only constraint on the cliff sizes calculated from the model is that they are within 
the minimum and maximum sizes, respectively equal to 100 m2 (four RapidEye pixels) and the 
maximum observed cliff size during the period over which parameters are estimated. At each time step, 
these events are represented following the same procedure (Fig. 4.S10): 

 

4.12.1.1. Rates of events  

The number of birth, split, merge and mix events are drawn randomly at each time step from the discrete 
normal distributions of the yearly number of birth, split, merge and mix events, which are estimated 
from the data. The number of death events is obtained from the linear regression between death events 
and cliff population the year before (Eq. 4.4, Fig. 4.S5) and the stochastic term 𝜉 is given by the normal 
distribution of the residuals of the linear regression.  
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4.12.1.2. Number of initial cliffs/event 

Death, split, persist and birth events only involve one cliff, but merge and mix events involve two or 
more cliffs. This number of cliffs per event (initial cliff ratio) is calculated for each merge and mix 
event based on discrete normal distributions estimated from the data.  

 

4.12.1.3. Cliff selection 

The dying cliffs are selected based on the parametrized lognormal distribution of the size of dying cliffs 
(Fig. 4.S6). For each death event, a number is generated from the lognormal distribution and the cliff 
with the size closest to this number is selected for this event and removed from the population of cliffs. 
A similar process is applied to select the cliffs that are to undergo a split or mix event out of the cliffs 
that have not already been selected to undergo a death event. The cliffs that are to undergo a merge 
event are randomly selected from the remaining cliffs. All the cliffs that remain undergo a persist event. 
The size of the new cliffs generated by the birth events are directly generated from the size distribution 
of new cliffs (Fig. 4.S4). 

 

4.12.1.4. Area ratio 

The cliffs undergoing a death event are removed from the population and the size of the new cliffs is 
generated in the ‘Cliff selection’ step. For each merge, split, mix and persist event, the final size (sum 
of final cliff sizes) is calculated from the initial size (sum of initial cliff sizes) and the area ratio (Eq. 
4.S1). The area ratio is generated from a lognormal distribution that is dependent on the size of the 
initial cliffs. The parameters of this size-dependent lognormal distribution, the area ratio mean �̅� and 
variance 𝑉𝑎𝑟(𝛼) follow a log-linear relationship with the cliff initial sizes (Fig. 4.S6): 

(Eq. 4.S1)   𝑙𝑜𝑔(�̅�) = 𝑐𝑀𝑒𝑎𝑛 × 𝑙𝑜𝑔(𝑆𝑖)  + 𝑑𝑀𝑒𝑎𝑛   

(Eq. 4.S2)   𝑙𝑜𝑔(𝑉𝑎𝑟(𝛼)) = 𝑐𝑉𝑎𝑟 × 𝑙𝑜𝑔(𝑆𝑖)  +  𝑑𝑉𝑎𝑟  

Where Si is the cliff initial size, cMean, cVar, dMean and dVar are the parameters of the linear regression. The 
linear regressions are calculated after binning of the data based on their initial size in 19 bins of equal 
length in the log scale (Fig. 4.S6). In the stochastic model, cMean and dMean are fixed, and in a second 
step, they are expressed as a function of the external drivers based on the results from the multivariate 
regression. 

 

4.12.1.5. Number of final cliffs/event 

Split and mix events result in two or more cliffs. The final size of these events, calculated from the 
initial size and the area ratio, has to be split between the resulting two or more final cliffs. The number 
of final cliffs per event (final cliff ratio) is calculated for each individual event from the discrete normal 
distribution of final cliff ratio. The final size is then randomly distributed between the final cliffs. 

This process is repeated for the duration of the modeled period. Since the model is stochastic, each 
model runs result in a different time series, so the model needs to be run several times to generate a 
variability range (Fig. 4.S9). 
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Figure 4.S10: Stochastic birth-death model flowchart. Rectangular boxes describe the state of the 
system at each step, while the oval boxes describe an action item based on one or more parameters. 
The orange text describes the general action or state. The purple text corresponds to steps where we 
add the influence of external drivers in the second version of the model. 

 

 

 

 

 

Table 4.S3. Stochastic model parameters. The parameters were estimated for each glacier over the 
first five years or the full time series depending on the model runs. a, b and ξ correspond to the 
parameters in Eq. 4.3. 
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Parameters Probability density function Model step 

Cliff size limits 

Maximum size One value (area of largest observed cliff) All 

Minimum size One value (100 m2) All 

Death events 

a One value Rate of events 

b One value Rate of events 

𝜉 Discrete normal distribution (Mean, Variance) Rate of events 

Size of dying cliff Lognormal distribution (Mean, Variance) Cliff selection 

Split events 

Number of split 
events 

Discrete normal distribution (Mean, Variance) Rate of events 

Size of splitting cliff Lognormal distribution (Mean, Variance) Cliff selection 

Area ratio Initial size dependent lognormal distribution (Mean, Variance as in 
Eq. 4.S1 and 4.S2) 

Area ratio 

Final cliff ratio Discrete normal distribution (Mean, Variance) Number of final 
cliffs/events 

Merge events 

Number of merge 
events 

Discrete normal distribution (Mean, Variance) Rate of events 

Initial cliff ratio Discrete normal distribution (Mean, Variance) Number of initial 
cliffs/event 

Area ratio Initial size dependent lognormal distribution (Mean, Variance as in 
Eq. 4.S1 and 4.S2) 

Area ratio 

Mix events 

Number of mix 
events 

Discrete normal distribution (Mean, Variance) Rate of events 
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Initial cliff ratio Discrete normal distribution (Mean, Variance) Number of initial 
cliffs/event 

Size of initial cliff Lognormal distribution (Mean, Variance) Cliff selection 

Area ratio Initial size dependent lognormal distribution (Mean, Variance as in 
Eq. 4.S1 and 4.S2) 

Area ratio 

Final cliff ratio Discrete normal distribution (Mean, Variance) Number of final 
cliffs/events 

Persist events 

Area ratio Initial size dependent lognormal distribution (Mean, Variance as in 
Eq. 4.S1 and 4.S2) 

Area ratio 

Birth events 

Number of birth 
events 

Discrete normal distribution (Mean, Variance) Rate of events 

Size of new cliffs Lognormal distribution (Mean, Variance) Cliff selection 

 

 

 

 

 

 

 

 

 

Table 4.S4. Stochastic model parameter values for each of the four study glaciers. The parameters 
are the same as the ones described in Table 4.S3. The parameters shown in this table were estimated 
for each glacier over the full time series.  

 
Parameters 

Values 

Langtang Urdok Satopanth Bhagirath Kharak 

Cliff size limits 
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Maximum size (m2) 8844 21919 13036 7866 

Minimum size (m2) 100 100 100 100 

Death events 

a 0.29 0.55 0.49 0.29 

b 4 -69 -24 0 

𝜉 Mean, Variance -0.02, 0.16 -0.07, 0.33 -0.03, 0.20 -0.04, 0.25 

Size of dying cliff Mean, Variance 6.58, 0.66 6.29, 0.77 5.71, 0.72 5.63, 0.67 

Split events 

Number of split events Mean, Variance 5.6, 1.8 12.4, 7.0 8.0, 3.0 6.0, 1.6 

Size of splitting cliff Mean, Variance 8.3, 0.75 7.5, 0.96 7.8, 1.09 7.8, 0.99 

 
 
Area ratio 

cMean -0.71 -0.54 -0.38 -0.38 

dMean 5.78 4.29 2.81 2.98 

cVar -0.29 0.12 -0.09 -0.13 

dVar 2.87 -0.27 1.18 1.28 

Final cliff ratio Mean, Variance 2.07, 0.15 2.14, 0.11 2.21, 0.14 2.28, 0.33 

Merge events 

Number of merge events Mean, Variance 5.8, 2.2 14, 8.0 4.6, 2.1 3.8, 1.5 

Initial cliff ratio Mean, Variance 2.06, 0.08 2.14, 0.15 2.13, 0.22 2.25, 0.19 

 
 
 
Area ratio 

cMean -0.08 -0.18 -0.09 -0.21 

dMean 0.74 1.37 0.90 1.67 

cVar -0.21 0.29 0.08 -0.01 

dVar 2.26 -1.35 -0.38 0.61 

Mix events 
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Number of mix events Mean, Variance 5.2, 2.9 12.4, 6.6 6.6, 1.1 4.4, 1.5 

Initial cliff ratio Mean, Variance 2.36, 0.30 2.43, 0.38 2.33, 0.11 2.38, 0.30 

Size of initial cliffs Mean, Variance 7.5, 0.94 7.0, 1.08 6.9, 1.14 7.0, 1.12 

 
 
 
Area ratio 

cMean 0.38 0.44 0.06 -0.14 

dMean -3.3 -3.9 -0.4 1.4 

cVar -0.13 0.05 -0.08 -0.05 

dVar 1.6 0.15 1.08 0.72 

Final cliff ratio Mean, Variance 2.33, 0.33 2.35, 0.21 2.29, 0.26 2.40, 0.49 

Persist events 

 
 
 
Area ratio 

cMean -0.27 -0.30 -0.24 -0.16 

dMean 2.0 2.2 1.7 1.1 

cVar 0.058 -0.018 -0.031 -0.024 

dVar 0.14 0.85 0.73 0.77 

Birth events 

Number of birth events Mean, Variance 62.8, 10.5 123.6, 30.6 35.6, 8.4 26.0, 9.2 

Size of new cliffs Mean, Variance 6.57, 0.68 6.22, 0.79 5.58, 0.71 5.58, 0.72 

 

 

 

Table 4.S5. Multivariate regression results for the number of birth events. In green are the sites for 
which the multivariate regression is statistically significant (P value ≤ 0.05). Empty cells show that 
the corresponding predictors were not included in the multivariate regression of birth rate. The cells 
colored in orange show that the corresponding predictor was chosen in the first step of the stepwise 
multivariate regression. 

 

Birth rate 

(num.yr-1) 

 

Intercept 

(num.yr-1) 

Predictor coefficients  

R2 

 

P-value 

 

RMSE 

 

Adj-R2 

Air 

Temp. 

Precip. 

(mm) 

Total 

pond area 

Pond area 

change 

Vel. DCG 

(m.yr-1) 

Vel. AOI 

(m.yr-1) 

Acc. DCG 

(m.yr-2) 

Acc. AOI 

(m.yr-2) 
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(°C) (m2) (m2.yr-1) 

Langtang -32 64        0.34 0.10 18 0.24 

Urdok 416   -4.0e-4  -2.1 -59  27 0.97 0.003 10 0.93 

Satopanth 33    -6.8e-4     0.66 0.01 5.6 0.61 

Bhagirath 

Kharak 

32   -5.0e-4      0.23 0.23 7.9 0.11 

 

 

 

 

 

 

 

 

 

 

Table 4.S6. Multivariate regression results for the relative death rate. In green are the sites for which 
the multivariate regression is statistically significant (P value ≤ 0.05). Empty cells show that the 
corresponding predictors were not included in the multivariate regression of relative death rate. The 
cells colored in orange show that the corresponding predictor was chosen in the first step of the 
stepwise multivariate regression. 

 

Relative 

death rate 

(yr-1) 

 

Intercept 

(yr-1) 

Predictor coefficients  

R2 

 

P-value 

 

RMSE 

 

Adj-R2 

Air 

Temp 

(°C) 

Precip. 

(mm) 

Total 

pond area 

(m2) 

Pond area 

change 

(m2.yr-1) 

Vel. DCG 

(m.yr-1) 

Vel. AOI 

(m.yr-1) 

Acc. DCG 

(m.yr-2) 

Acc. AOI 

(m.yr-2) 

Langtang 0.31         - - 0.055 - 

Urdok 0.61    2.5e-7 -1.3e-2    0.74 0.02 0.068 0.65 

Satopanth 1.92      -0.11 7.6e-2  0.52 0.16 0.070 0.33 

Bhagirath 

Kharak 

0.30        -3.1e-2 0.75 0.01 0.036 0.71 
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Table 4.S7. Multivariate regression results for the mean area fraction slope of the persist events. In 
green are the sites for which the multivariate regression is statistically significant (P value ≤ 0.05). 
Empty cells show that the corresponding predictors were not included in the multivariate regression 
of the mean area fraction slope. The cells colored in orange show that the corresponding predictor 
was chosen in the first step of the stepwise multivariate regression. 

 

Slope of 

mean area 

fraction 

𝒄𝑴𝒆𝒂𝒏 

(-) 

 

Intercept 

(-) 

Predictor coefficients  

R2 

 

P-value 

 

RMSE 

 

Adj-R2 

Air 

Temp. 

(°C) 

Precip. 

(mm) 

Total 

pond area 

(m2) 

Pond area 

change 

(m2.yr-1) 

Vel. DCG 

(m.yr-1) 

Vel. AOI 

(m.yr-1) 

Acc. DCG 

(m.yr-2) 

Acc. AOI 

(m.yr-2) 

Langtang 0.25      -0.08 0.11  0.71 0.03 0.072 0.61 

Urdok 0.59 0.13  7.5e-7      0.60 0.07 0.100 0.46 

Satopanth -9.5e-2        -0.11 0.75 0.01 0.050 0.71 

Bhagirath 

Kharak 

0.19 -0.10   7.4e-6   -4.0e-2  0.75 0.01 0.036 0.71 

 

Table 4.S8. Multivariate regression results for the mean area fraction intercept of the persist events. 
In green are the sites for which the multivariate regression is statistically significant (P value ≤ 0.05). 
Empty cells show that the corresponding predictors were not included in the multivariate regression 
of the mean area fraction intercept. The cells colored in orange show that the corresponding 
predictor was chosen in the first step of the stepwise multivariate regression. 

 

Intercept of 

mean area 

fraction 

𝒅𝑴𝒆𝒂𝒏 

(-) 

 

Intercept 

(-) 

Predictor coefficients  

R2 

 

P-value 

 

RMSE 

 

Adj-R2 

Air 

Temp 

(°C) 

Precip. 

(mm) 

Total 

pond area 

(m2) 

Pond area 

change 

(m2.yr-1) 

Vel. DCG 

(m.yr-1) 

Vel. AOI 

(m.yr-1) 

Acc. DCG 

(m.yr-2) 

Acc. AOI 

(m.yr-2) 

Langtang -1.6      0.55 -0.78  0.70 0.03 0.51 0.60 

Urdok -4.7 -1.0  -4.9e-6      0.60 0.07 0.73 0.46 

Satopanth 0.68        0.76 0.75 0.01 0.37 0.70 

Bhagirath 

Kharak 

-1.8 0.82      0.33  0.71 0.05 0.53 0.59 
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Figure 4.S11: Mean (blue line) and standard deviation (mid blue area) of the modeled cliff relative 
area after 10 years as a function of the number of simulations. 

 



 

 

 

 

 

 

 

 

 

159 
 

 

Figure 4.S12: Outputs from the stochastic model for the number of cliffs and their relative area. The 
model was run 200 times from 2009 (2010 for Satopanth and Bhagirath Kharak) to 2120. Parameters 
were estimated over the full time series. The red dots correspond to the observations from the mapping. 
The dark blue line corresponds to the average values of the 200 simulation runs. The mid blue area 
represents the standard deviation of the runs and the light blue area the maximum and minimum values. 
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Figure 4.S13: Outputs from the stochastic model for the number of cliffs and their relative area. The 
model was run 200 times from 2009 (2010 for Satopanth and Bhagirath Kharak) to 2019. Parameters 
were estimated over the first 5 years of the time series. The red dots correspond to the observations 
from the mapping. The dark blue line corresponds to the average values of the 200 simulation runs. The 
mid blue area represents the standard deviation of the runs and the light blue area the maximum and 
minimum values. 
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Figure 4.S14: Outputs from the stochastic model for the number of cliffs and their relative area for 
different initial conditions (black dots), corresponding to each year of the time series. The model was 
run 200 times from 2009 (2010 for Satopanth and Bhagirath Kharak) to 2019 for each initial condition. 
Parameters were estimated over the first 10 years of the time series. The dark blue lines correspond to 
the average values of the 200 simulation runs. The mid blue areas represent the standard deviation of 
the runs and the light blue areas the maximum and minimum values. The red lines correspond to the 
average (solid), standard deviation (long dashes) and extreme extents (dots) for the 2009 initial 
conditions 
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Chapter 5: Controls on ice cliff formation, 
distribution and characteristics on debris-covered 
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Key points 

• We derived an unprecedented dataset of 37537 ice cliffs and their characteristics across 86 
debris-covered glaciers in High Mountain Asia 

• We find that 38.9% of the cliffs are stream-influenced, 19.5% pond-influenced and 19.7% are 
crevasses 

• Ice cliff distribution and characteristics can be predicted by velocity, indicating both  the 
dynamics and  state of evolution of debris-covered glaciers 
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5.1. Abstract 
Ice cliff distribution plays a major role in determining the melt of debris-covered glaciers but its controls are 
largely unknown. We assembled a dataset of 37537 ice cliffs and determined their characteristics across 
86 debris-covered glaciers within High Mountain Asia (HMA). We complemented this dataset with the 
analysis of 202 cliff formation events from multi-temporal UAV observations for a subset of glaciers. 
We find that 38.9% of the cliffs are stream-influenced, 19.5% pond-influenced and 19.7% are crevasses. 
Surface velocity is the main predictor of cliff distribution at both local and glacier scale, indicating its 
dependance on the dynamic state and hence evolution stage of debris-covered glacier tongues. 
Supraglacial ponds contribute to maintaining cliffs in areas of thicker debris, but this is only possible if 
water accumulates at the surface. Overall, total cliff density decreases exponentially with debris 
thickness as soon as debris gets thicker than 10 cm.  

5.2. Plain language summary 

Debris-covered glaciers are common throughout the world’s mountain ranges and are characterised by 
the presence of steep ice cliffs among the debris-covered ice. It is well-known that the cliffs are 
responsible for a large portion of the melt of these glaciers but the way they form, and as a result the 
controls on their development and distribution across glaciers remains poorly understood. Novel 
mapping approaches combined with high-resolution satellite and drone products enabled us to 
disentangle some of these controls and to show that the ice cliffs are generally formed and maintained 
by the surface hydrology (ponds or streams) or by the opening of crevasses. As a result, they depend 
both at the local and glacier scale on the dynamic state of the glaciers as well as the evolution stage of 
their debris cover. This provides a pathway to better represent their contribution to glacier melt in 
predictive glacier models.   

5.3. Introduction 

Debris-covered glaciers are found in all mountain ranges (Scherler et al., 2018), and supraglacial debris 
extents and thickness are expected to increase in a warming climate (Compagno et al., 2022; Herreid 
and Pellicciotti, 2020a; Stokes et al., 2007). However, despite considerable advances in the past two 
decades, projecting the mass balances of these glaciers remains challenging (Anderson et al., 2021a; 
Gardelle et al., 2013; Kääb et al., 2012; Pellicciotti et al., 2015; Rounce et al., 2021). This is partly due 
to the presence of supraglacial features such as ice cliffs and ponds, which melt up to 20 times faster 
than the surrounding debris-covered ice, therefore compensating the debris insulating effect to some 
extent (Anderson et al., 2021a, 2021b; Brun et al., 2018; Buri et al., 2021; Miles et al., 2018b, 2022; 
Reid and Brock, 2014; Sakai et al., 1998, 2002). Ice cliffs have been shown to contribute 17+/-4% of 
the melt of the debris-covered ice in a large catchment of High Mountain Asia (HMA) (Buri et al., 
2021), and this contribution is particularly important at high elevation where sub-debris melt is limited 
by low air temperature, as well as close to the glacier terminus, where the debris is thicker (Buri et al., 
2021; Miles et al., 2022). 

While models are now able to accurately simulate the energy  and mass balance contribution of ice 
cliffs (Sakai et al., 1998; Han et al., 2010; Reid and Brock, 2014; Steiner et al., 2015; Buri et al., 2016a; 
Kneib et al., 2022), the application of such models at large spatial scales is limited by uncertainty in ice 
cliff distribution. Indeed, estimates of ice cliff density vary widely from glacier to glacier, between 1 
and 15% of the debris-covered area (Anderson et al., 2021a; Brun et al., 2018; Falaschi et al., 2021; 
Immerzeel et al., 2014; Juen et al., 2014; Kneib et al., 2020; M. Kneib et al., 2021; Loriaux and Ruiz, 
2021; Mishra et al., 2021; Mölg et al., 2019; Reid and Brock, 2014; Sakai et al., 1998, 2002; Sato et al., 
2021; Steiner et al., 2019; Thompson et al., 2016; Watson et al., 2017a). It has been shown that ice cliff 
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distribution can vary by up to ~20% from year to year, but remains relatively constrained, unless major 
changes in the glacier dynamics occur (M. Kneib et al., 2021; Steiner et al., 2019; Watson et al., 2017a). 
The distribution of ice cliffs has important implications for the mass balance of debris-covered glaciers 
(Buri et al., 2021; Pellicciotti et al., 2015) and their long-term evolution (Ferguson and Vieli, 2021; 
Racoviteanu et al., 2022). Deriving ice cliff distributions is challenging because ice cliffs are difficult 
to map, due to their small size, steep slope and varying spectral characteristics (Anderson et al., 2021a; 
Herreid and Pellicciotti, 2018; M. Kneib et al., 2021). The inconsistent mapping of cliffs makes it 
difficult to understand the underlying controls on cliff distribution and as a result to extrapolate these 
distribution patterns and physical characteristics (slope, aspect) of ice cliffs to larger spatial scales. 

Locally, ice cliff evolution happens at the interface between hydrological and debris processes (Buri et 
al., 2016b; Kneib et al., 2022; Reid and Brock, 2014; Watson et al., 2017b; Westoby et al., 2020). The 
survival of ice cliffs is inherently linked to the stability of debris on ice, which depends on the slope, 
but also on the debris thickness and water content, as well as the debris buttressing at the base of a slope 
(Moore, 2018). The local slope can change in relatively short time scales with differential melt caused 
by heterogeneous debris thicknesses (Moore, 2021; Nicholson et al., 2018; Sharp, 1949), which results 
in the surface of debris-covered glaciers being particularly hummocky where the debris gets thicker 
than 20-30 cm (Bartlett et al., 2020; King et al., 2020; Mölg et al., 2020). Supraglacial ponds and streams 
contribute to slope destabilisation and debris evacuation by removing debris and enhancing melt at the 
base of the debris-covered slopes, which leads to undercuts. This is expected to be one of the main 
triggers for ice cliff formation (Miles et al. 2017a, 2017b; Mölg et al., 2019; Röhl 2006, 2008; Sakai 
and Takeuchi 2000), but also an important aspect for the survival of the cliffs (Anderson et al., 2021a; 
Benn et al., 2012, 2001; Brun et al., 2016; Kneib et al., 2022; Sato et al., 2021; Watson et al., 2017b). 
Other cliff formation mechanisms could include crevasse opening (Reid and Brock, 2014; Steiner et al., 
2019) or the collapse of englacial conduits (Benn et al., 2012; Gulley and Benn, 2007; Gulley et al., 
2009; Immerzeel et al., 2014; Miles et al., 2018a, 2020; Ragettli et al., 2016a; Reid and Brock, 2014; 
Sakai and Takeuchi, 2000), but these hypotheses have never been tested in a quantitative way.   

Remote sensing studies of ice cliffs have shown that these features have average slopes higher than 30°, 
and are largely oriented north (Anderson et al., 2021a; Herreid and Pellicciotti, 2018; Kraaijenbrink et 
al., 2016b; Reid and Brock, 2014; Steiner et al., 2019; Watson et al., 2017a, 2017b). This is due to 
stronger shortwave-radiation gradients at the surface of south-facing cliffs (in the Northern 
Hemisphere), leading to their flattening and reburial (Buri and Pellicciotti, 2018; Sakai et al., 2002). 
Studies of the distribution of ice cliffs over small groups of glaciers have highlighted the strong link 
between ponds and cliffs, with more than 40% of the ponds being linked to a cliff in the two HMA 
catchments of Nepal where this was tested (Steiner et al., 2019; Watson et al., 2017a). This could hint 
at a preferential location of ice cliffs where the pond density is high, i.e. where the glacier longitudinal 
gradient and surface velocities are lower, therefore promoting the stagnation of surface water in 
depressions (Ferguson and Vieli, 2021; Quincey et al., 2007; Quincey and Glasser, 2009; Racoviteanu 
et al., 2021; Reynolds, 2000; Sakai and Fujita, 2010; Salerno et al., 2012; Steiner et al., 2019). This, 
however, does not seem to be the main control, and ice cliffs have also been shown to develop at the 
confluence of  glacial tributaries and in locations of high compressive strain rates, where debris could 
be more heterogeneous (Anderson et al., 2021b; Benn et al., 2012; Kraaijenbrink et al., 2016b; Steiner 
et al., 2019). Furthermore, debris thickness also seems to have a negative feedback on cliff formation 
and therefore distribution, especially in the absence of ponds (Anderson et al., 2021a; Watson et al., 
2017a). 
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In this study, we derive for the first time the distribution of ice cliffs on a large sample of HMA glaciers and 
determine the key controls on the distribution and characteristics of ice cliffs on debris-covered glaciers. For 
this purpose we 1) map ice cliffs across 86 glaciers in HMA, 2) determine their physical characteristics, 3) 
attribute their distribution to local and glacier-wide controlling factors. We take advantage of a recently 
developed semi-automated method (Kneib et al., 2020) to map cliffs from high-resolution multi-spectral 
satellite images and a number of large-scale remote sensing products to classify ice cliffs and ponds and 
determine the controls of their distribution. The findings are further corroborated by complementary 
observations from high-resolution, multi-temporal Unoccupied Aerial Vehicle (UAV) data at five of 
the studied glaciers (Section 5.8.1). 

 

5.4. Data and methods 

5.4.1. Characterization of glacier surface 

We used 14 Pléiades stereo-images acquired between 2017 and 2021 to derive 2m-resolution multi-
spectral images and Digital Elevation Models (DEMs) covering 86 debris-covered glaciers across HMA 
(Berthier et al., 2014; Shean et al., 2016; Fig. 1; Table S2), 70 of which had more than 65% of their 
debris-covered area that could be classified after removal of clouds, shadows and fresh-snow (Table 
S3). The DEMs were used to derive surface slope and aspect, as well as the glacier ‘hummockiness’, 
which we defined as the percentage of area for which the Statistical Measure of Relief (SMR) calculated 
over a 8 m window was greater than 50 m (King et al., 2020). The multi-spectral images were used to 
manually update the glacier and debris outlines of the RGI 6.0 (Pfeffer et al., 2014; Scherler et al., 2018; 
Table S3). Glacier longitudinal gradient was computed using the 30m resolution AW3D DEM (Tadono 
et al., 2014; Dehecq et al., 2019) and combined with glacier ice thicknesses (Farinotti et al., 2019) to 
estimate driving stress over a distance of two ice thicknesses. Distributed glacier velocity, compressive 
and tensile strain rates were obtained from the global 50m resolution composite by Millan et al. (2022). 
We additionally used the distributed debris thickness dataset of McCarthy et al. (2022) for all glaciers 
larger than 2 km2 (64 glaciers, 47 of which have more than 65% of their debris-covered area that could 
be classified). All these datasets were aggregated 1) in 500 m distance bins along the glacier flowlines 
(Kienholz et al., 2014; King et al., 2020) and 2) for each glacier. Data gaps within the bins were filled 
using a nearest neighbour interpolation. 

Multi-temporal UAV data with a monitoring period longer than 2 years and with at least 3 high-
resolution (<1 m) DEMs and orthoimages were available at five of the studied glaciers. This 
complementary data was used to identify ice cliff formation events and derive the characteristics of 
newly formed ice cliffs (Section 5.8.1). 

5.4.2. Ice cliff, pond and stream delineation 

Ice cliffs and ponds were derived automatically in each Pléiades scene following the Spectral Curvature 
method (Kneib et al., 2020). Ponds were also mapped using a Normalized Difference Water Index 
(NDWI) threshold of 0.1 (Kneib et al., 2020; McFeeters et al., 1998; Watson et al., 2018). For some of 
the scenes this resulted in a high number of false positive cliff identifications due to local shadows or 
changing geology, which were filtered out manually by a single operator (Kneib et al., 2021, Fig. 5.S7, 
5.S8). No consideration of slope was included in this delineation of ice cliffs; they were mapped solely 
based on spectral characteristics (Anderson et al., 2021a; Kneib et al., 2020). The ice cliffs are then 
implicitly defined here as exposed ice in an otherwise debris-covered domain, therefore likely to 
undergo ‘enhanced’ melt locally. Some of these features were clearly identifiable as crevasses due to 



 

 

  

 

 

 

 

 

 

166 
 

their elongated, straight or slightly curved shapes and these zones were outlined manually in the images. 
Past studies have only examined high-relief (several m) ice cliffs, but here our interest is in all exposed 
ice in the debris-covered area, so we include smaller features common for thin-debris areas, as well as 
crevasses, which similarly enhance surface ablation (Colgan et al., 2016). 

We accounted for pond seasonality by automatically mapping areas with a NDWI value greater than 
0.1 in all 10 m resolution Sentinel-2 images of the previous melt season (May-November), after filtering 
clouds and shaded areas (Kneib et al., 2020; McFeeters et al., 1998; Watson et al., 2018). We retained 
as ponds (at least temporary ones) the areas for which more than three cloudless Sentinel-2 images were 
available and where the NDWI was greater than 0.1 more than 33% of the time. The processing was 
carried out in Google Earth Engine for the period 2019-2021, and older images were processed using 
the MAJA atmospheric correction processor (Hagolle et al., 2015). False positives (streams, proglacial 
lakes, zones affected by shadows or with very thin debris) were removed manually. The resulting pond 
density values are consistent with the ones from the Pléiades images (Fig. 5.S9) and additionally account 
for strong seasonal variability at some of the sites (Miles et al., 2017c; Watson et al., 2016). The final 
pond outlines were defined as the union between the Pléiades and Sentinel-2 outlines, enabling us to 
identify the areas influenced by ponds, whether or not a pond was present at the time of the Pleiades 
acquisition. 

Using the Pléiades DEMs, we mapped supraglacial channels (which we use as a proxy for supraglacial 
streams in all that follows) across all the glaciers using the TopoToolbox flow routing algorithm 
(Schwanghart and Scherler, 2014), after filling the DEM sinks shallower than 5m and removing the 
crevassed areas. These ‘streams’ were defined as the pixels with an upstream area higher than 10000 
m2 and were used to calculate the stream sinuosity (Anderson et al., 2021b; Mölg et al., 2020).  

The minimum cliff and pond detection size is given by the resolution of the Pléiades data (2m). The 
uncertainties in the mapping of cliffs and ponds were assessed by eroding and dilating the mapped 
features by 0.5 pixels (1 m for cliffs, 5 m for ponds), and taking the upper (+42% for cliffs, +77% for 
ponds) and lower (-38% and -49%) area bounds as uncertainty values (Brun et al., 2018; Fig. 5.S10). 
The Pléiades outlines were validated at one of the glaciers with near-contemporaneous outlines obtained 
from a 1m-resolution UAV orthoimage (Fig. 5.S11). 
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Figure 5.1: (a) Map of HMA with each triangle representing one of the 14 Pléiades scenes (some scenes 
are very close to each other) and the boxes to the side (c-m) showing a zoomed view of the glaciers in 
these areas. The background in the GTOPO 30 arc seconds (~1 km) DEM, and the glacierised areas 
are indicated in blue. The inset boxes show the glacier RGI 6.0 outlines in dark blue, the glaciers visible 
in the Pléiades images in turquoise and their debris-covered areas in brown. The pie charts are scaled 
to the absolute size of the debris-covered areas and show the relative proportion of ponds (dark blue) 
and cliffs (red) for each glacier for which more than 65% of their debris-covered area could be 
classified. (b) Cliff and pond density of each of these glaciers. The bars show the uncertainties. 

 

5.5. Results 
5.5.1. Influence of supraglacial hydrology on ice cliff distribution 

The majority of cliffs are preferentially located in the vicinity of ponds and streams, as their density 
strongly decreases with distance from these hydrological features (Fig. 5.2a, b). In particular, a large 
majority of the ponds are in close proximity to cliffs, and for half of the glaciers, more than 85% of the 
ponds influence at least one neighbouring cliff (Fig. 5.2d). This is further confirmed by field 
observations (Fig. 5.2e-g) and multi-temporal UAV observations showing that the influence of streams 
or ponds is responsible for more than 79.2% of the newly-formed cliff area while another 16.7% is 
caused by crevasse opening (Fig. 5.S2). This leads us to define a 40m-buffer around ponds and streams 
within which we classify the cliff pixels as pond-influenced or stream-influenced, with a priority given 
to the ponds (Fig. 5.2). In addition to stream- and pond-influenced cliffs, crevasses represent 19.7% of 
the cliff area across all glaciers (Fig. 5.2) and are mostly located in the upper extents of the debris-
covered areas. Crevasses also appear lower down glacier, at shear margins, and in the vicinity of 
proglacial lakes or lateral streams entering the glacier (Fig. 5.S6). The remaining cliffs are qualified as 
undefined. The stream mapping parameters have little influence on this classification, while the choice 
of the stream and pond buffer mainly modifies the relative proportion of undefined cliffs (Fig. 5.2h, 
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5.S12). Ultimately, the pond-influenced cliffs represent 19.5% of the total cliff area, the stream-
influenced cliffs 38.9% and the undefined cliffs 21.9% (Fig. 5.2c). 

The slope and density of ice cliffs vary between the three categories, while this is less the case for 
aspect and size (Fig. 5.S13). Crevasses are usually more densely distributed (15.2% of buffer area), 
followed by the pond-influenced (6.7%), stream-influenced cliffs (4.3%) and undefined cliffs (2.1% 
of remaining area, Fig. 5.S13a). Despite a variety of glacier aspects (Table S3), there is a clear 
preferential cliff aspect distribution in the NNW direction for all categories (Fig. 5.S13d), while the 
newly formed cliffs do not appear to have a preferential aspect (Sato et al., 2021; Fig. 5.S4).  

 

Figure 5.2: Cliff density for all glaciers as a function of (a) distance from ponds after removal of the 
crevasses and (b) distance from streams, after removal of the pond-influenced cliffs. The box plots 
indicate the median, 25th and 75th percentiles of the cliff density within each 10m bin for each glacier. 
The red dotted lines show the 40m buffers. (c) Area proportion of undefined, pond- and stream-
influenced cliffs and crevasses across all debris-covered glaciers. (d) Pond density for all glaciers as a 
function of distance from cliffs. (h) Example of classification of ice cliffs from Kyzylsu Glacier, 
Tajikistan: 1/ crevassed-areas, 2/ pond-influenced cliffs and 3/ stream-influenced cliffs, with the 
pictures (e-g) and Pléiades view (i-k) of the corresponding zones. Image credit: Marin Kneib and Evan 
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S. Miles. Background of (i-k) is the Pléiades false-colour multispectral image (19/09/2021). Pléiades 
© CNES 2021, Distribution AIRBUS DS. 

 

5.5.2. Controls on ice cliff distribution 

The variables associated with ice cliff distribution vary depending on the category of ice cliff that is 
considered (Fig. 5.4, 5.S15). Stream-influenced and undefined cliffs follow a similar distribution for all 
predictors (Fig. 5.S15), which could indicate that a majority of the undefined cliffs were formerly 
stream-influenced and backwasted away from the channels. One associated variable that stands out for 
these cliffs is debris thickness, as 80% of stream-influenced cliffs are located in areas with debris 
estimated to be thinner than 33 cm, while 45% of the pond-influenced cliffs are located in areas with 

thicker debris (Fig. 5.S15). This results in the total cliff density decreasing exponentially (𝑌 = 5.8𝑒− 𝑋2 , 
R2 = 0.73) as soon as the debris gets thicker than 10 cm (Fig. 5.3a, 5.S16). On the other hand, crevasses 
and pond-influenced cliffs have a clearly contrasting response to the different controls investigated. 
Indeed, 80% of the crevasses are located in areas with surface velocities higher than the 13 m.yr-1 
threshold or in areas with debris thinner than 20 cm (Fig. 5.S15). Pond-influenced cliffs clearly depend 
on pond density, and are thus preferentially located in non-dynamic areas with lower longitudinal 
gradient and velocity and with thicker debris (Fig. 5.4, 5.S15, 5.S17).  
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Figure 5.3: Mean cliff density split by cliff category for all bins of all glaciers where more than 65% 
of the debris-covered area could be classified as a function of (a) debris thickness, (b) surface 
velocity, (c) mean driving stress, (d) ‘hummockiness’, (e) stream sinuosity, (f) longitudinal gradient, 
(g) absolute compressive strain rate, (h) tensile strain rate, (i) normalized distance from terminus, (j) 
normalized elevation above terminus, (k) downstream slope  

When aggregating the metrics per glacier, a clear relationship between mean surface velocity across 
the debris-covered area and  ice cliff density becomes apparent (Fig. 5.4, 5.S18). The influence of 
climatic variables seems instead to be limited (Fig. 5.S19). Ice cliff density decreases with decreasing 
velocity, up to a point where the trajectory seems to bifurcate. The debris-covered tongues with the 
highest cliff density and fastest velocity have a larger proportion of crevasses, generally located in the 
upper reaches of the debris-covered area (state 1, Fig. 5.4), where the ice is still dynamic. At slower 
velocities (<10 m.yr-1), two trajectories are apparent: 1) glaciers with a large proportion (> ⅓) of 
pond-influenced cliffs and higher cliff densities (state 3a, Fig 5.4), and 2) glaciers with a majority of 
stream-influenced cliffs, which tend to have lower cliff densities (state 3b, Fig. 5.4). The majority of 
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the glaciers are found at an intermediary stage between these three end-members, with a decreasing 
proportion of crevasses and an increasing proportion of stream- and pond-influenced cliffs as velocity 
decreases (state 2, Fig. 5.4). 

 

Figure 5.4: Glacier-wide cliff density as a function of mean velocity in the debris-covered area for all 
glaciers where more than 65% of the debris-covered area could be classified. The proportion of 
undefined cliffs was not represented for readability. The boxes to the side show example maps of some 
of the glaciers with their surface classifications. Some additional reference glaciers are indicated in 
the main plot in black. The expression and R2 of the black linear regression are indicated in the upper 
left corner. In light blue are shown four glacier clusters. 
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5.6. Discussion and conclusions 
5.6.1. Ice cliff evolution 

We have identified the presence of supraglacial streams and ponds, along with the opening of crevasses, 
to be one of the main mechanisms responsible for ice cliff formation and development (Reid and Brock, 
2014). Newly-formed ice cliffs tend to be smaller in size and do not appear to have any preferential 
aspect (Fig. 5.S5; Fig. 5.S4; Kneib et al., 2021). They grow and are maintained by the presence of 
crevasses in areas of high strain rates, ponds or streams (through debris destabilisation and thermo 
erosional incision), and our observations especially highlight the important role of ponds in maintaining 
ice cliffs in zones of thick debris (Fig. 5.3a). They also maintain the slope of the cliffs steeper than the 
streams, as they are more likely to stay in contact with them (Mölg et al., 2020). However, the cliffs 
tend to get reburied when they backwaste away from these supraglacial features (Fig. 5.2a, b), especially 
when they are south-facing (in the Northern Hemisphere). This results in the total population of ice 
cliffs being preferentially oriented in a north-west to north direction for our study sites (Buri and 
Pellicciotti, 2018), showing a strong control of solar radiation on the long term survival and shapes of 
ice cliffs.  

5.6.2. Linking ice cliff distribution and glacier state 

The main controls on ice cliff density at the glacier scale are debris thickness and surface velocity, 
although controls on the cliff distribution also vary with the cliff category (Fig. 5.4). Cliff density 
decreases exponentially with debris thickness exceeding 10 cm, and this relationship would even be 
enhanced if the debris thickness estimates accounted for the presence of cliffs and ponds (McCarthy et 
al., 2021; Rounce et al., 2021). Similarly, and this is especially the case when accounting for crevasses, 
surface velocity has a positive feedback on cliff density (Fig. 5.4, 5.5; Anderson et al., 2021a). The ice 
cliffs therefore depend on the dynamics and the state of the glacier. A dynamic debris-covered glacier 
(mean surface velocity higher than 10 m.yr-1) is usually characterised by thin debris, crevasses 
comprising the majority of exposed ice, and few stream-influenced cliffs. Glacier slow-down results in 
the up-glacier migration and eventual disappearance of crevasses, the extension of stream-influenced 
cliffs and possibly the appearance of pond-influenced cliffs. Ponds can indeed maintain cliffs in more 
stagnant zones of thicker debris, also characterised by low longitudinal gradients and driving stress as 
well as increased hummock prevalence (Steiner et al., 2019; Watson et al., 2017a). This however 
requires the accumulation of water in surface depressions, which occurs for larger glaciers with lower 
longitudinal gradients (Fig. 5.5). Most HMA glaciers in this stage of evolution are located in the Central 
and Eastern Himalaya (Fig. 5.1; Benn et al., 2012; Racoviteanu et al., 2021; Watson et al., 2016, 2017a). 
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Figure 5.5: The four glacier evolution states indicated in figure 5.5, with their ice cliff distributions. 
State 1 corresponds to a fast flowing glacier with thin debris and extensive crevassing. State 2 
corresponds to more advanced debris cover, with thicker debris and lower velocities that enable the 
development of supraglacial valleys and stream-influenced cliffs in the non-crevassed areas. State 3a 
corresponds to large stagnating debris-covered tongues, characterised by large hummocks, thick debris 
and ponds forming in the surface depressions, maintaining cliffs in these zones of thick debris. State 3b 
is also a stagnating tongue with thick debris, but with high enough longitudinal gradient or low enough 
surface flow that prevent the formation of ponds and therefore the survival of cliffs. Figure credit: 
Martin Heynen. 

 

5.6.3. Implications for glacier mass balance 

This study highlights the prevalence of exposed ice from crevassing in (but not limited to) the upper 
reaches of the debris-covered areas (Fig. 5.S6). These features would likely enhance melt even more 
than traditional stream- and pond-influenced cliffs due to greater surface roughness at their location 
increasing turbulent fluxes, and additional reflected shortwave contributions from the opposite crevasse 
walls (Pfeffer and Bretherton, 1987; Cathles et al., 2011; Colgan et al., 2016; Purdie et al., 2022). Time-
lapse images actually show the upper walls of crevasses backwasting as traditional ice cliffs would (Fig. 
5.S20). However, their melt enhancement relative to debris-covered ice remains to be investigated (Buri 
et al., 2016a). Furthermore, crevasses stay localised in space and their longer-term evolution and 
influence on shaping the debris-covered glacier surface remains unclear (Kirkbride and Deline, 2013). 

Ice cliff density and characteristics depend on the state of evolution of the debris-covered glacier (Fig. 
5.6), and can locally vary considerably due to atypical glacier dynamics or debris thicknesses (Fig. 5.5). 
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The findings and relationships detailed in this study outline a framework to estimate the distribution of 
ice cliffs on top of debris-covered glaciers based on their flow characteristics and debris thickness, 
without having to map the cliffs, and most importantly how this distribution will evolve with changing 
glacier dynamics. This represents a key advance to estimate the longer-term ice cliff contribution to the 
mass balance of debris-covered glaciers at the large scale, as the cliff density and characteristics can 
easily be combined with estimates of cliff enhancement factors (Miles et al., 2022).  

 

5.7. Open research 

All the glacier, debris, crevasse, cliff and pond outlines generated for this study will be made available 
on Zenodo. Other data sets used for this research include surface velocity data from Millan et al. (2022), 
climate data from ERA5-Land (Muñoz-Sabater et al., 2019), glacier outlines from the Randolph Glacier 
Inventory v6.0 (https://nsidc.org/data/nsidc-0770/versions/6), the AW3D 30m DEM (Tadono et al., 
2014) as well as glacier ice thicknesses (Farinotti et al., 2019). Atmospherically-corrected Sentinel-2 
images prior to 2019 were obtained from CNES through the PEPS platform. The atmospherically-
corrected images from 2019 and later were processed directly in Google Earth Engine. 
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5.9. Supplementary material 

5.9.1.  Ice cliff formation 

5.9.1.1. Multi-temporal UAV data 

Here we took advantage of multi-temporal Unsupervised Aerial Vehicle (UAV) surveys over portions 
of five of the studied glaciers: Trakarding, Langtang, Lirung, 23K and 24K Glaciers (Brun et al., 2016; 
Chuanxi et al., in prep; Immerzeel et al., 2014; Kraaijenbrink et al., in prep; Sato et al., 2021; Table 
5.S1; Fig. 5.S1). The surveys were conducted over a period of 2-5 years, with a repeat time of at least 
one year (Table 5.S1). The resolution of the original DEMs and orthoimages varied between 0.1 and 
0.2 m, and they were all co-registered using surrounding stable terrain (see details in Chuanxi et al., in 
prep; Kraaijenbrink et al., in prep; Sato et al., 2021). From 2016 we used all available cloudless Sentinel-
2 images (10m resolution) of the survey domains taken during the melt season to identify seasonal 
ponds. These images were atmospherically-corrected using the MAJA processing workflow (Hagolle 
et al., 2015). 

Table 5.S1: Multi-temporal UAV datasets. The Trakarding data are from Sato et al. (2021), the 23K 
and 24K data are from Chuanxi et al. (in prep) and the Langtang and Lirung data are from 
Kraaijenbrink et al. (in prep) as well as from Immerzeel et al. (2014) and Brun et al. (2016). 

Glacier UAV survey dates Original DEM 
and ortho 

resolution (m) 

Resampled 
DEM 

resolution 
(m) 

Survey 
domain area 

(km2) 

Survey 
domain (% 
total debris-

covered area) 

 
Trakarding 
(RGI-15.03448) 

27/10/2017 0.2  
 

1 

 
 

2.9 

 
 

43 18/10/2018 0.2 

18-19/10/2019 0.2 

 
 
 
 
23K 
(RGI-15.11752) 

27/09/2018 0.08  
 
 
 
 

1 

 
 
 
 
 

0.51 

 
 
 
 
 

38 

13/08/2019 0.07 

12/10/2019 0.07 

20/08/2020 0.08 

22/10/2020 0.1 

 
 
 
24K 
(RGI-15.11758) 

27/09/2018 0.09  
 
 
 

1 

 
 
 
 

0.59 

 
 
 
 

64 

13/08/2019 0.07 

12/10/2019 0.07 
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20/08/2020 0.13 

22/10/2020 0.09 

 
 
 
 
 
Langtang 
(RGI-15.04121) 

07/05/2014 0.1  
 
 
 
 
 

1 

 
 
 
 
 
 

1.5 

 
 
 
 
 
 

8.2 

22/10/2015 0.1 

04/05/2016 0.1 

09/10/2016 0.1 

26/04/2017 0.1 

22/10/2017 0.1 

22/04/2018 0.1 

 
 
 
 
 
 
 
 
 
Lirung 
(RGI-15.04045) 

18/05/2013  0.1  
 
 
 
 
 
 
 
 
 

1 

 
 
 
 
 
 
 
 
 
 

0.47 

 
 
 
 
 
 
 
 
 
 

0.49 

22/10/2013 0.1 

01/05/2014 0.1 

10/2014 0.25 

18/10/2015 0.1 

30/04/2016 0.1 

06/10/2016 0.1 

20/04/2017 0.1 

19/10/2017 0.1 

28/04/2018 0.1 
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Figure 5.S1: UAV survey domain for each glacier. Background images are the (a) Lirung 10/2017, (b) 
Langtang 04/2018, (c) Trakarding 10/2017, (d) 24K 09/2018 and (e) 23K 09/2018 UAV orthoimages. 
Glacier and debris outlines are the ones derived from the corresponding Pléiades images. 

 

5.9.1.2. Identification of newly-formed ice cliffs 

We manually identified newly-formed cliffs in the orthoimages as patches of bare ice that were not 
visible in previous images, irrespective of their slope. The outlines of these newly-formed cliffs were 
further derived manually. The DEMs were resampled to 1m to derive slope and aspect of all pixels, and 
to map supraglacial channels using a flow-routing algorithm following the same approach as for the 
Pléiades DEMs (Schwanghart and Scherler, 2014).    

The mechanisms underlying the ice cliff formation were determined by a single operator based on 1/ 
the proximity to ponds (including seasonal ponds identified in the Sentinel-2 images), visible streams 
or supraglacial channels and 2/ the initial shape of the cliffs and the general organisation of the glacier 
surface at this location. This classification, as well as the ice cliff outlines, were then validated by a 
second independent operator. 

 

5.9.1.3. Results 

We identified 202 newly-formed cliffs (38 for Langtang, 27 for Lirung, 57 for Trakarding, 38 for 23K 
and 42 for 24K) and classified the formation mechanisms as ‘pond-influenced’, ‘stream-influenced’, 
‘crevasses’ or ‘undefined’ when the formation mechanism was not clear. Since the same classification 
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was used for newly-formed cliffs and the entire cliff population, we could directly compare the 
characteristics of the newly-formed cliff pixels with the values obtained from looking at the entire cliff 
population with the Pléiades data, specifically for the UAV survey domains (Fig. 5.S2, 5.S5).  

The proportion of cliff categories was mostly consistent between newly-formed cliffs and the entire 
cliff population, except for Lirung where the triggering mechanism for most newly-formed cliffs could 
not be determined, and for Trakarding, where the proportion of pond-influenced new cliffs was greater 
(Fig. 5.S2). There were no consistent differences in the slope distribution of the newly-formed cliffs 
and the whole cliff population within these five domains. The slope of crevasses was consistently 
shallower, which was likely due to the DEM resolution being too coarse to represent their slope 
accurately. The slope distribution of the stream-influenced, pond-influenced and undefined cliffs was 
overall similar for the total cliff population, while the slope of the newly-formed pond-influenced cliffs 
tended to be steeper than for the other categories (Fig. 5.S3). The most striking differences were visible 
in the aspect distributions, where the full cliff population was generally oriented north-west to north, 
except for Lirung, while the newly-formed cliffs seemed to either be completely random (e.g. for 
Trakarding) or preferentially oriented in the general glacier flow direction (Fig. 5.S4). In terms of cliff 
size, the newly-formed cliffs were consistently smaller, and so for all categories (Fig. 5.S5). 

 

 

 

Figure 5.S2: Area proportion of different ice cliff categories within the five UAV survey domains from 
the total cliff population derived from the Pléiades data (a-e) and from the newly-formed cliffs identified 
in the multi-temporal UAV data (f-j). (k-l) Combination of all five sites, weighted by the area of the 
survey domain and the duration of the UAV study period. 
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Figure 5.S3: Slope distribution of the pixels of different ice cliff categories within the five UAV survey 
domains from the total cliff population derived from the Pléiades data (a-e) and from the newly-formed 
cliffs identified in the multi-temporal UAV data (f-j). (k-l) Combination of all five sites. 

 

 

 

 

Figure 5.S4: Aspect distribution of the pixels of different ice cliff categories within the five UAV survey 
domains from the total cliff population derived from the Pléiades data (a-e) and from the newly-formed 
cliffs identified in the multi-temporal UAV data (f-j). (k-l) Combination of all five sites. 
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Figure 5.S5: Size distribution of the cliffs of different ice cliff categories within the five UAV survey 
domains from the total cliff population derived from the Pléiades data and from the newly-formed cliffs 
identified in the multi-temporal UAV data (a-e). (f) Combination of all five sites. 

 

5.9.1.4. Discussion 

This focused study of the characteristics of newly-formed cliffs enabled us to link ice cliff formation 
with ice cliff distribution. Ice cliff formation mechanisms are indeed expected to have a strong influence 
on the distribution of ice cliffs across the glacier surface due to the high cliff birth and death rates (Kneib 
et al., 2021). The relatively long-term monitoring periods and the large number of sites covered here, 
with various glaciological and climatic characteristics (Fugger et al., 2022; Kneib et al., 2022; Sato et 
al., 2021), enabled us to identify a large number of ice cliff formation events and outline a number of 
interesting patterns. The main outcome was that as for ice cliff distribution, the formation mechanisms 
were driven by the glacier hydrology, including the proglacial or englacial hydrology for some of the 
crevasse-opening scenarios (Fig. 5.S6). Other interesting findings were that there was no preferential 
north-facing aspect for newly-formed cliffs, which was additional evidence for the faster reburial of 
south-facing cliffs (Buri and Pellicciotti, 2018). Additionally, newly-formed cliffs tended to be smaller 
in size, which confirmed the observations made at other sites with coarser resolution sensors (Kneib et 
al., 2021). 

There remained limitations in the analysis of these patterns due to the relatively small area covered and 
the observational bias to the lower part of the debris-covered area of these glaciers. Additionally, despite 
the relatively high frequency of repeat surveys, the time intervals usually remained too long to precisely 
describe the formation mechanisms (Kneib et al., 2022).  For instance, the ‘pond-influenced’ formations 
could have been due to pond drainage or filling, but this was not always clear due to too long time 
intervals between images so we kept the generic term. Similarly for ‘stream-influenced’ formations, the 
exact mechanism was not always clear and the presence of water in the channel could not always be 
verified from the images (based on field observations from the various sites we anyway expected the 
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water level in the streams to vary considerably seasonally), so a classification based on the presence of 
meanders in the surface DEMs was usually a strong argument to classify the newly-formed cliffs as 
stream-influenced. Crevasses were easily identifiable from their elongated, sometimes slightly curved 
shapes, but the triggering mechanism responsible for crevasse opening could not always be clearly 
identified (Reid and Brock, 2014; Steiner et al., 2019) and could vary from simple shear at the glacier 
lateral margins (for 24K especially) to the influence of proglacial lakes or streams entering the glacier 
laterally (for Trakarding especially, Fig. 5.S6). We did not see any evidence of englacial conduit 
collapse for the duration of the monitoring periods, although the development of concentric crevasses 
preluding some of these events on debris-covered glaciers have been described at several locations in 
the Swiss Alps (Egli et al., 2021; Mölg et al., 2019; Fig. 5.S6). Similarly, we did not have enough 
evidence to categorise formation events as being solely caused by slope steepening from differential 
melt, and for the large majority of events the hydrology or the glacier dynamics seemed to play a 
decisive role (Moore, 2018; Sharp, 1949). These formation events were actually most likely due to a 
combination of factors leading to slope steepening prior to the emergence of the new cliff, and the 
formation mechanisms that we identified most likely mainly reflected the ‘triggering’ event leading to 
debris removal and cliff formation. 

 

 

Figure 5.S6: Crevasse patterns on (a-b) Trakarding Glacier, 10/2019 and (c-d) Zmutt Glacier, 
09/2018. (a) Influence from a proglacial lake. (b) Stream entering the glacier from the side. (c) Circular 
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crevasses symptomatic of englacial or subglacial conduit, likely preceding a conduit collapse. (d) 
Simple shear situation at the glacier lateral margins. 

 

 

 

 

 

 

 

 

5.9.2. Pléiades data 

Table 5.S2: Pléiades stereo-images used in this study. 

Acquisition 
name 

Acquisition 
date 

Location 
(coordinates of centre 

point) 

Number of debris-
covered glaciers in 

scene (>65% of 
debris-covered area 

mapped) 

Source 

24K 20/09/2021 29.77°N, 95.70°E 5 Royal Society 

Baralmos 13/09/2021 39.03°N, 71.37°E 4 ERC RAVEN 

Bhutan 08/11/2017 28.10°N, 90.27°E 4 PGO 

Hailuogou 29/09/2021 29.56°N, 101.94°E 3 Royal Society 

HP 12/09/2020 32.25°N, 77.43°E 5 PGO 

Kyzylsu 19/09/2021 39.06°N, 71.50°E 5 ERC RAVEN 

Ladakh 24/09/2020 33.76°N, 76.30°E 5 PGO 

Langtang 14/06/2019 28.28°N, 85.73°E 8 ERC RAVEN 

Lirung 13/10/2019 28.23°N, 85.54°E 3 ERC RAVEN 

Lunana 07/11/2017 28.12°N, 90.15°E 1 PGO 

Makalu 16/10/2018 27.85°N, 87.04°E 7 PGO 

RS 15/10/2017 28.76°N, 83.52°E 8 PGO 

Satopanth 18/09/2021 30.78°N, 79.35°E 5 ERC RAVEN 
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Trambau 01/12/2017 27.89°N, 86.51°E 7 PGO 

 

 

5.9.3. Methods to derive ice cliff distribution 

 

Figure 5.S7: Processing steps of the Pléiades and Sentinel-2 images to obtain final cliff, pond, stream 
and crevasse maps. 
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Figure 5.S8: Cliff and pond area before and after manual trimming of automatically derived outlines 
for each scene. 

 

 

Figure 5.S9: S2 pond density vs. Pléiades pond density for each bin. 
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Figure 5.S10: (a) Cliff and (b) pond original, dilated and eroded area for each scene. 

 

 

Figure 5.S11: Cliff (a) and pond (b) density as a function of distance from the terminus calculated 
based on the Pléiades outlines from this study and those independently derived using a 1m UAV 
orthoimage. 
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Figure 5.S12: Area proportion of each cliff category depending on the DEM sink filling threshold for 
the mapping of the streams and the stream and pond buffer, for all cliff pixels. 
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Figure 5.S13: (a) Ice cliff density within buffer areas, (b) normalised slope distribution and (c) aspect 
distribution for all cliff pixels. (d) Size distribution of individual cliffs (defined as 8-connected objects 
in the cliff map) showing the median, 25th and 75th percentiles. The circles are considered as outliers. 
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Figure 5.S14: Normalised size distribution of the different cliff categories. The distributions are limited 
by the resolution of the Pléiades pixels (4 m2), and the ability of the operator to identify ice cliffs less 
than ~25 pixels or 100 m2

 (Kneib et al., 2020). 

Table 5.S3: Mean and standard deviation of the lognormal distribution of cliff size for the different cliff 
categories. 

Cliff category Mean Standard deviation 

All 4.46 1.39 

Pond-influenced 4.50 1.46 

Stream-influenced 4.44 1.41 

Crevasses 4.72 1.18 

Undefined 4.34 1.42 
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Figure 5.S15: Cliff cumulative area in each category as a function of various metrics for all bins of all 
glaciers where more than 65% of the debris-covered area could be classified. The black line shows the 
cumulative area of all the bins. 
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Figure 5.S16: Cliff density with (a-c) and without crevasses (d-f) as a function of (a,d) surface velocity, 
(b,e) debris thickness and (c,f) normalized elevation from terminus for all bins of all glaciers for which 
more than 65% of the debris-covered area could be classified. The grey zones indicate the median and 
the interquartile range where each bin includes one tenth of the data. The red dots show a polynomial 
fit to the median values and the R2 the results of this fit for the binned data. 
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Figure 5.S17: Mean pond density as a function of different variables for all bins of all glaciers where 
more than 65% of the debris-covered area could be classified: (a) debris thickness, (b) surface velocity, 
(c) mean driving stress, (d) ‘hummockiness’, (e) stream sinuosity, (f) longitudinal gradient, (g) absolute 
compressive strain rate and (h) tensile strain rate. The black line shows the area distribution of all the 
bins. The equations on top of the plot show the best linear relationships that could be found between 
the mean pond density (y) and the different variables (x), with their respective R2 value, only accounting 
for the points with more than 10 observations. The relationships with an R2 value higher than 0.8 are 
indicated in bold. 
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Figure 5.S18: Cliff density for all glaciers where more than 65% of the debris-covered area could be 
classified, as a function of mean (a) debris thickness, (b) velocity, (c) driving stress, (d) hummockiness, 
(e) stream sinuosity, (f) longitudinal gradient, (g) compressive strain rate, (h) tensile strain rate, (i) 
pond density. 
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Figure 5.S19: Cliff density for all glaciers where more than 65% of the debris-covered area could be 
classified, as a function of May-September (a) air temperature, (b) relative humidity, (c) incoming 
shortwave radiation and (d) incoming longwave radiation. The climatic variables are from ERA5-Land 
reanalysis data (Muñoz-Sabater et al., 2019), and the air temperature was lapsed to the mean elevation 
of the debris-covered area considering the mean above-debris lapse rates (-0.0088°C.m-1) following 
Shaw et al. (2016). The proportion of undefined cliffs was not represented for better readability. 
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Figure 5.S20: Crevasses on Kyzylsu Glacier (a-f) at bi-weekly time-steps during the 2021 melt season 
and (g-h) close-up views of other crevasses in September 2021 (image credit: Marin Kneib). 

 

 



 

 

 

 

 

 

 

 

 

195 
 

Chapter 6: Conclusion 
 

6.1. Key findings 

This work goes from the very local study of a few cliffs at very high spatio-temporal (~0.2m DEMs, 
weekly observations) resolution to the analysis of the distribution and evolution of tens of thousands of 
ice cliffs spread out across HMA. The four parts of this dissertation have built on one another through 
a progression of scales and methodologies and are strongly interlinked. 

 

6.1.1. Processes controlling the evolution and melt of ice cliffs at the local scale 

In Chapter 2, the aim was to document for the first time the sub-seasonal variability of ice cliffs during 
the melt season and quantify how the cliff melt patterns were affected by debris redistribution, streams 
and ponds.  

The weekly DEMs derived with time-lapse photogrammetry highlighted a very high sub-seasonal 
variability in melt and area change. The melt rates at the surface of the cliffs varied between 0 and 8 
cm.day-1 and changed considerably over time as well as across the cliffs’ surfaces. We also found that 
some of the cliffs’ shapes and sizes changed dramatically during the melt season, with notably a cliff 
undergoing a 100% area increase within 2 months.  

At both sites, the net shortwave radiation was driving the sub-seasonal variability of cliff melt. The air 
temperature was controlling the sign of the net longwave radiation and higher temperatures on 24K 
Glacier resulted in positive net longwave, which translated into 20% higher melt rates than on Langtang. 
At the scale of a single cliff, the thickness of the thin debris layer deposited on top of the slope 
would either enhance melt by reducing albedo, reduce melt by 30-60% when it became thicker or 
patchier, or entirely cut melt when the cliff would become reburied. Interestingly, thin debris 
accumulation on top of the cliff was partly controlled by precipitation events that would wash away the 
debris. Ultimately, the melt rates derived from weekly DEMs corrected for glacier flow highlighted the 
validity and transferability of the ice cliff energy-balance model. 

The ice cliff area evolution on the other hand was also strongly dependent on debris redistribution. This 
redistribution was controlled by the presence or drainage of supraglacial ponds on Langtang 
Glacier and the connectivity to the supraglacial streams on 24K Glacier. These two glaciers indeed 
display distinct debris thicknesses and longitudinal gradients that favor water accumulation in surface 
depressions on Langtang and surface flow on 24K. Not accounting for this area change of the cliffs 
during the melt season led to total melt estimates being off by 5 to 80%.  

These findings link the local cliff evolution with sub-debris melt and debris redistribution, and outline 
the importance of the supraglacial hydrology in shaping the surface of the debris-covered glaciers. They 
also indicate the strong spatio-temporal variability of cliff melt and cliff area change, which needs to 
be accounted for when assessing the cliff contribution to the melt of debris-covered glaciers. 
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6.1.2. Automated mapping of ice cliffs from high-resolution multi-spectral 
satellite images 

Expanding our observations at the local cliff scale to the glacier and regional scale required the 
development of new remote sensing approaches to automatically map a large number of cliffs, over 
large regions, but also in time. Indeed, due to the small size, steep slopes and mixed spectral signature 
of ice cliffs, these features had only been mapped manually in previous remote sensing studies analyzing 
the glacier scale cliff distribution and evolution.  

We focused our efforts on Pléiades and Sentinel-2 multi-spectral images and developed two mapping 
approaches, adapted to the spectral resolution of the sensors: a Spectral Curvature (SC) approach for 
Pleiades and a Linear Spectral Unmixing with scale (LSU-s) approach for Sentinel-2. The two new 
methods performed better than any other published method to date. The Dice values were higher than 
0.5 for the Spectral Curvature applied to Pléiades images and higher than 0.4 for the LSU-s applied to 
Sentinel-2 images. Both methods were transferable from glacier to glacier, although the debris end-
members for the LSU-s may need to be changed for debris with very different spectral signatures. The 
Spectral Curvature approach applied to Pléiades data is well adapted to high precision mapping 
of cliffs on a few glaciers, while the Sentinel-2 LSU-s approach has the potential to be applied at 
the very large scale to derive large inventories of cliffs to analyze their distribution and evolution 
patterns.  

The application of these methods to three different sites in the Himalaya showed the cliff density to be 
between 3% and 9%, which was consistent with other cliff inventories. It also highlighted a large 
number of small cliffs which had been overlooked in previous studies and that would require to be 
studied in more detail to understand if they are actually cliffs and in this case how much they contribute 
to the melt of debris-covered glaciers.  

Importantly, these automated mapping approaches paved the way to the objective mapping of ice cliffs 
at the large scale, which represents a key step to estimate the large-scale contribution of ice cliffs to 
glacier mass balance, as well as to understand the controls of ice cliff distribution and evolution. 

 

6.1.3. Variability of ice cliffs on an interannual scale 

In chapter 4, the aim was to quantify and understand the controls of the interannual evolution of cliff 
area and size at the surface of debris-covered glaciers. Previous remote sensing studies had indeed 
hinted that the cliff distribution could change considerably from year to year, but without being able to 
identify the reasons for these changes. 

We analyzed the evolution of the cliff population of four glaciers of HMA: Urdok Glacier (Karakorum), 
Langtang Glacier (Central Nepal Himalaya), Satopanth and Bhagirath Kharak Glaciers (Garhwal 
Himalaya). All of them are extensively debris-covered, but located in different climatic regions and 
characterized by different glacier dynamics. We tracked the evolution of each individual ice cliffs over 
a period of 10 years and identified when they first appeared and when they died, including all the steps 
in between (splitting, merging, area change). 

The systematic study at the four different glaciers highlighted the strong temporal variability of the 
population of ice cliffs, with the overall cliff density regularly changing by 20% from year to year and 
sometimes up to 80%. The change in cliff number was dominated by the birth and death events, 
which both preferentially affected the smaller cliffs. When considering the cliff population as a 
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whole, death events depended linearly on the total cliff population and thus acted as a regulator of the 
number of cliffs on the glacier. On the contrary, birth events seemed to be more stochastic. Other events 
included split, merge and mix events that had a limited impact on the number of ice cliffs and mostly 
influenced the cliff area. We used a stochastic model to represent the variability in ice cliff area and 
number, which enabled us show that each glacier was characterised by a cliff carrying capacity, i.e. that 
unless the glacier was affected by major changes in glacier dynamics, the cliff population and 
area remained bounded in time. The analysis of the controls of the cliffs’ temporal variability did not 
show a strong consistency between the sites; the pond interannual variability seemed to partly control 
the cliff persistence but only affected ~50% of the cliffs. However, Urdok Glacier in the Karakorum 
did undergo a complete change in its cliff distribution and density within a few years when the upper 
part of the glacier underwent a surge, thus modifying its hydrological regime. 

These results showed that the ice cliff population of a glacier evolves stochastically with time around a 
mean value. In case of considerable changes in glacier dynamics, this mean value can change 
considerably within a few years. These are useful findings to account for ice cliff evolution in 
projections of glacier mass balance. They also highlight the link between glacier dynamics, supraglacial 
hydrology and ice cliff evolution. 

 

6.1.4. Controls of the distribution of ice cliffs 

This chapter combined all the knowledge acquired in the previous steps and used it to interpret the ice 
cliff distribution across 86 glaciers in HMA. These cliffs were delineated based on the Spectral 
Curvature approach derived in chapter 3, and the mechanisms controlling their distribution were 
identified and validated based on the findings from chapters 2 and 4, as well as from the analysis of the 
formation of 202 cliffs using multi-temporal UAV data. 

This large-scale study of ice cliff distribution, the first mapping effort of such a large population of 
cliffs,  provided key relationships linking glacier state of evolution and dynamics with the type, density 
and characteristics (slope, aspect) of ice cliffs. A main outcome of this study was the strong link 
between the supraglacial hydrology (streams and ponds) and ice cliffs. The presence of streams and 
ponds was the main triggering factor for the formation of ice cliffs and the undercutting and debris 
removal contributed to the survival of the cliffs, which otherwise would get progressively reburied. This 
study also showed that close to 20% of the exposed ice on these debris-covered glaciers was actually 
due to crevasses, which had never been accounted for in previous studies, and could have important 
implications for the mass balance of these glaciers. Indeed, crevasses are likely to also enhance melt, 
but in a different way than ‘traditional’ ice cliffs do, due to their lower albedo values, the reflections on 
the opposite crevasse walls, and overall smaller height and debris-view factors. 

Ultimately, we were able to link ice cliff distribution and density with glacier dynamics and debris 
thickness. Indeed, despite the important role of ponds in maintaining ice cliffs on thickly debris-
covered, low-gradient, stagnating debris-covered glacier tongues, ice cliff density was found to decrease 
exponentially with increasing debris thickness as soon as debris got thicker than ~10 cm. Similarly, at 
the glacier scale the cliff density was positively correlated to the mean velocity in the debris-covered 
area. Based on these findings, we could describe how the population of ice cliffs changed as the glaciers 
slowed down and developed thicker and more extensive debris in their ablation area.  

These are key results that present a novel understanding of the ice cliff distribution. They additionally 
provide the quantitative links between cliff density and characteristics and the glacier characteristics, 
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which, combined with estimates of cliff enhancement factors, can be used to project the large-scale 
contribution of ice cliffs to the mass balance of debris-covered glaciers.  

 

6.2. Discussion and implications 

Ultimately, this work successfully answered a few questions, but also raised many more, and the new 
understanding gained and methodological developments accomplished pave the way for promising 
future research on these topics. 

 

6.2.1. Method development 

This work includes some major methodological advances in terrestrial and satellite remote sensing for 
the study of ice cliffs, as well as a novel stochastic birth-death model to study the evolution of a 
population of cliffs. 

 

6.2.1.1. Time-lapse photogrammetry 

The semi-automated production of accurate and well-aligned DEMs at very high spatio-temporal 
resolution using time-lapse photogrammetry was a major undertaking in terms of 1) equipment 
development, 2) field logistics to deploy twenty 15kg setups at three remote sites of HMA, 3) method 
development and 4) processing of large datasets. These efforts proved to be very worthwhile and the 
quality of the data enabled the validation of the distributed energy-balance model of ice cliffs and the 
identification of key processes related to the debris redistribution.  

The processing of the image sets to DEMs is still not entirely automated, and requires the use of 
(pseudo-) ground control points to constrain the camera parameters and reduce the systematic errors for 
each DEM. However, once the workflow was in place, it took less than an hour per set of images to 
process DEMs with vertical errors lower than +/- 0.2m, 800 metres away from the camera array. 
Successful additional tests with cheaper and more portable setups on Zmutt Glacier, Switzerland, show 
that this method is promising for the monitoring of surface changes at high spatio-temporal resolution. 

The applications of time-lapse photogrammetry are numerous in Earth Sciences (Armstrong et al., 2018; 
Filhol et al., 2019; Mallalieu et al., 2017). For ice cliffs, these high-temporal DEMs provide the means 
to advance the development of dynamic cliff models (Buri et al., 2016b) and to link the cliff, debris and 
hydrological processes for different glacier settings and cliff characteristics. We have for example been 
able to capture the changes occurring at crevassed locations on Kyzylsu Glacier with time-lapse 
photogrammetry, which would be a great way to explore the specific processes influencing this type of 
cliffs (Fig. 6.1) 
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Figure 6.1: Evolution of crevasses into cliffs on Kyzylsu Glacier, Tajikistan, between July and 
September 2021. 

 

6.2.1.2. Mapping and tracking of ice cliffs 

The (semi-)automated mapping of ice cliffs was an important methodological step forward that has 
provided a novel tool for the scientific community and for this work in particular. Combined with the 
development of a novel algorithm to track ice cliffs automatically in time, it has enabled taking the 
study of ice cliffs to a whole new spatial and temporal scale compared to what had been achieved before, 
which was key to disentangle ice cliff distribution, formation and evolution patterns.  

There remain some important limitations for these mapping approaches to be fully automated. The 
application of the Spectral Curvature method to 14 Pléiades scenes in chapter 5 showed that the method 
tended to overestimate the cliff density, sometimes considerably, for scenes with more extensive 
shadows or darker debris (Fig. 5.S8). Similarly, in 2020 I co-supervised a MSc thesis to automatically 
map ice cliffs at the large-scale using the LSU-s method applied to PlanetScope 3m-resolution multi-
spectral images. However, this effort failed, likely due to the low spectral accuracy of the images (Walz, 
2021). While the two approaches performed better than other methods based on slope or brightness 
(Anderson et al., 2021b; Herreid and Pellicciotti, 2018), they could be improved by combining the 
spectral information with other metrics such as shape and slope (Kraaijenbrink et al., 2016). This could 
possibly be done with deep learning, using the large-scale cliff datasets derived with high confidence 
in chapter 5 (Kraaijenbrink et al., 2018, 2016b; Wangchuk and Bolch, 2020; Xie et al., 2020).  

Future large-scale application and developments of these mapping methods are promising to take this 
understanding even further. The community is still lacking a global map of supraglacial ice cliffs and 
ponds, although we have recently made progress in this direction by applying the LSU-s approach to 
all glaciers in HMA using adaptive debris spectral end-members in Google Earth Engine (Miles et al., 
in prep). 
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6.2.1.3. Birth-death stochastic model 

This work also strived to provide new perspectives on the representation of ice cliff evolution. The 
development of the cliff stochastic birth-death model enabled disentangling and constraining the long-
term changes of the ice cliff population of various glaciers. This model implicitly accounted for the 
local processes affecting the evolution of individual cliffs and was adapted to also account for external 
variables. 

The model needed however to be recalibrated for each individual glacier, which was difficult due to the 
large dataset required for this exercise (Fig. 4.S13). Most of the parameters related to the area ratios had 
similar values from glacier to glacier, which indicates that they would probably be transferable from 
site to site. A way forward would then be to normalise the number of different events by debris-covered 
area and link them with the characteristics of the glacier-wide cliff distribution (chapter 5), which was 
not possible in chapter 4 due to the lack of high-resolution DEMs. 

This would likely be useful to account for cliff area variability when projecting the cliff distribution at 
the surface of debris-covered glaciers in the long-term (Ferguson and Vieli, 2021). 

 

6.2.2. Contribution of ice cliffs to glacier mass balance 

6.2.2.1. A world of debris-covered glaciers 

Debris-cover area (or stage) stems from the interplay of headwall erosion rates, that supply debris 
material onto the ice, and glacier dynamics that conveys the debris down to the terminus (McCarthy et 
al., 2021). When both contributions are constant the system is at an equilibrium and the debris cover 
area is stable. In our world however, glaciers are undergoing rapid changes due to climate warming and 
the direct implications are of a general glacier slowdown (Dehecq et al., 2019), while headwall erosion 
rates are not expected to decrease (Scherler, 2014). As a result debris-cover is expected to expand 
(Herreid and Pellicciotti, 2020), and this trend has been observed in a number of regions of the world 
(Bhambri et al., 2011; Deline, 2005; Kamp et al., 2011; Mölg et al., 2019; Thakuri et al., 2014; Xie et 
al., 2020, Fig. 6.2). While it is still unclear at which rates these changes in debris cover, but also debris 
thickness, occur, it is evident that debris cover on glaciers will increase in the coming decades.  

This thesis has shown that ice cliffs are common features of debris-covered glaciers, that they evolve 
with the glacier dynamics, shape the surface of glaciers and influence their melt patterns. These results 
are however still limited to a short time period covering the last ~10 years, the only one for which the 
quality of remote sensing products from UAV or satellite is good enough to extract meaningful maps 
and melt patterns of ice cliffs. In this sense, there is a large potential for more long-term monitoring of 
ice cliffs and the tools developed within this thesis provide a good framework to do so in a consistent 
way. This monitoring of ice cliffs should be expanded in time to cover long-term changes in the 
population of ice cliffs (> 1 decade) and in space to look at the cliff evolution in other mountain ranges. 
Due to the small size of the cliffs and their interactions with debris and hydrology, high-resolution data 
(< 2 m) will be necessary along with complementary datasets of accurate debris thickness and 
conductivity, detailed stream networks and pond variability. 
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Figure 6.2: Long-term glacier changes in the Garhwal Himalaya, India. (a) 1939 topographic map of 
Kosa and Rataban (Raj Bank) Glaciers. (b) 2021 Planet image of the same glaciers. (c) 1939-2017 
thinning patterns at this site from the digitised 1939 topographic map and the 2017 HMA DEM of the 
zone (Shean et al., 2020). (d) changes in debris and glacier extents, with the 2021 glacier (dark blue), 
debris (red) and the 1939 glacier (light blue) and debris (orange) outlines. (e) 1939 image of the upper 
area of Bhagirath Kharak Glacier. (f) 2020 view of the same location from Google Earth. The 1939 
images and maps were taken by the 1939 Swiss expedition to the Garhwal Himalaya, and I plan to use 
this invaluable dataset to study the long-term changes of these glaciers using complementary remote 
sensing and field data. 

 

6.2.2.2. Representation of ice cliffs in glacier mass balance models 

The melt contribution of ice cliffs to the mass balance of debris-covered glaciers is of importance 
(Anderson et al., 2021a, 2021b; Brun et al., 2018; Kääb et al., 2012; Pellicciotti et al., 2015), but has so 
far never been included explicitly in glacio-hydrological or glacier mass balance models, except in very 
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simplified ways (Ferguson and Vieli, 2021; Hagg et al., 2018; Kraaijenbrink et al., 2017). Other than 
these examples, glacier-wide ice cliff melt was always calculated independently from the overall glacier 
mass balance (Brun et al. 2018; Buri et al., 2021; Reid and Brock, 2014; Sakai et al., 1998). Therefore, 
despite considerable advances on the understanding of the melt patterns and dynamics of debris-covered 
glaciers, it is still unclear what causes their higher-than-expected thinning rates (Brun et al., 2019; 
Gardelle et al., 2013; Kääb et al., 2012; King et al., 2020).  

The new generation of regional and global glacier models will include the effect of cliffs and ponds on 
glacier mass balance in an implicit way (Compagno et al., 2022). Indeed, these models are starting to 
use large scale debris thickness estimates produced at relatively coarse resolution (>50 m) from satellite 
thermal images or SMB products (McCarthy et al., 2021; Rounce et al., 2021). These products implicitly 
include the sub-pixel influence of supraglacial ponds and ice cliffs on the thermal or SMB data, which 
means that due to additional cliff and pond melt or lower surface temperatures, the debris thickness 
estimates are reduced in a non-linear way relative to the actual debris thicknesses measured directly in 
the field. Based on debris thickness estimations with and without masking out cliffs and ponds, Rounce 
et al., (2018) estimated that this mixed pixel effect could result in a reduction of debris thickness 
estimates by up to 0.8 m with their approach in the more thickly debris-covered parts of some of the 
glaciers in the Khumbu region. Considering the exponential decrease of the Ostrem curve, this mixed-
pixel effect could still be relatively important for the melt of areas with thinner debris, including for 
some of the results presented in chapter 5. More importantly, 1) it is not clear how the sub-pixel effect 
of cliffs and ponds in thermal and SMB data scales with their actual melt contributions and 2) this 
implicit representation of the cliff and pond contribution is not representative of their temporal and 
spatial melt and area variability, especially when the debris thickness inversion is conducted with 
thermal imagery taken at one specific time step. This implicit contribution of cliffs and ponds to debris 
thickness estimates is likely not the best way forward to precisely account for the melt contribution of 
ice cliffs and is something that will need to be taken into account in future research (Kneib et al., 2021). 

The difficulty in explicitly representing glacier-wide cliff (or pond) melt lies within the representation 
of the complex dynamics of these features (size- and terrain-dependent energy fluxes, aspect control, 
topographic shading, area and shape variability…) by models with grid sizes one or two orders of 
magnitude larger than the cliffs. However, these effects could also be parametrized with the help of 
robust cliff inventories and some projections of their evolution (Kneib et al., 2021; chapter 5). Three 
promising recent developments pave the way for this explicit representation of ice cliff melt in 
glaciological models:  

• The application of the cliff dynamic model to all ice cliffs in the Langtang catchment using 
manual outlines enabled calculating the ice cliff contribution to melt at the scale of a whole 
HMA catchment (Buri et al., 2021).  

• The development of robust cliff melt enhancement factors from the point-scale energy-balance 
modelling of cliff, pond, sub-debris and clean ice melt at 20 on-glacier AWS sites (Miles et al., 
2022).  

• The development of robust approaches to map cliffs at the large-scale (Anderson et al., 2021b; 
Herreid and Pellicciotti, 2018; Kneib et al., 2020), and the quantification of the links between 
glacier state and dynamics, and ice cliff density and characteristics (chapter 5).  
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6.2.3. Towards modeling an evolving debris-covered glacier surface 

A striking aspect of this work was to witness how quickly these ice cliffs ‘moved’ and evolved. Repeat 
visits at the field sites were always full of surprises in terms of how much change had happened within 
the course of a few months only (Fig. 6.3). These changes result from the combination of sub-debris, 
cliff and pond melt, stream incision, debris transport, glacier dynamics represented by the opening of 
crevasses, and englacial conduits. Each single one of these elements has its importance in shaping the 
evolution of a debris-covered glacier, and in many ways, the combination of these influences contributes 
to the heterogeneous melt patterns. 

Now that we have shown that our current understanding of the ice cliff energy balance is robust and 
transferable from site to site (chapter 2), the main uncertainties in the representation of cliff melt 
modelling at the local scale comes from the representation of the ice cliff evolution, and especially its 
interaction with debris. This was represented to some extent in the dynamic version of the cliff energy-
balance model (Buri et al., 2016b), but using a very simple parametrization with only a slope threshold 
to define cliff versus debris-covered area, and prescribing constant debris thickness and sub-debris melt 
rate. The recent development of physically-based models to represent debris transport (Moore 2018, 
2021; Mölg et al., 2020) offers a great opportunity to couple ice cliff backwasting with debris motion. 
Similarly, a more direct representation of the interaction between conduits, crevasses, streams, ponds 
and cliffs (incision at the base) would be highly relevant. 

Such advances would still require to invest some work in developing a parametrization of debris motion 
on steeper slopes, to bridge the gap between representations of debris creep (Anderson, 2000; Mölg et 
al., 2019; Moore, 2021) and gravitational transport (Van Woerkom et al., 2019), so as to be able to 
redistribute unstable debris in a physical way (Moore, 2018). The use of multi-temporal UAV or 
terrestrial (from time-lapse cameras) DEMs and orthoimages of debris-covered slopes with various 
angles, lengths, aspects and in different climatic regimes would be a fairly easy way forward to quantify 
debris motion and therefore complement some initial observations conducted on Miage Glacier (Fyffe 
et al., 2020a; Westoby et al., 2020). This data already exists from the work conducted in chapters 2 and 
5 of this thesis, and we have acquired complementary datasets on Kyzylsu and Zmutt Glaciers (Table 
6.S1). Using cross-correlation techniques, it should be possible to disentangle glacier flow, ablation 
under debris and actual debris transport and develop a parametrization for this using data from a variety 
of sites. This would be key to model debris thickness at very high resolution and thus account for 
differential melt across the debris-covered surface. 
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Figure 6.3: Changes on 24K Glacier between June (left) and October 2019 (right). (a-b) Lower 
supraglacial stream. (c-d) Lower pond. (e-f) Middle pond. Image credit: Marin Kneib. 

Additional work would also be necessary to represent specific processes at the cliff scale. This includes 
the study of specific types of cliffs, such as crevasses, which are quite common at the surface of debris-
covered glaciers according to our findings from Chapter 5. Indeed, it is unclear how the cliff energy-
balance model would perform in such a situation with two steep ice walls facing each other, and if it 
would be able to provide a good estimate of their melt contribution. Similarly, stream incision and its 
influence on cliff formation and development of supraglacial valleys could also benefit from advanced 
observations of the local processes occurring at the interface between cliffs and streams. Such effects 
are harder to model as the streams tend to undercut the cliffs, and are therefore often invisible from 
UAV surveys. I have been collaborating on this topic with members of the Glaciology group of the 
University of Zürich who are designing field experiments based on time-lapse cameras and laser scans 
to monitor stream undercutting on Zmutt Glacier, Switzerland, and on Satopanth Glacier during our 
upcoming field campaign in India planned for September 2022. 
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All these ‘bricks’ of understanding combined would enable one to represent the evolution of the debris-
covered surface of a glacier with time, and address some fundamental questions related to the formation 
of supraglacial hummocks, the long-term evolution of supraglacial valleys, the respective influence of 
various debris sources (rock falls, moraine slumping, lateral moraines) on the surface topography and 
mass balance, or the long-term evolution of mass balance profiles across debris-covered glaciers. 
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6.3. Supplementary material: related work that I have been 
involved with during the course of this PhD thesis 
6.3.1. Ice cliff contribution to melt on Trakarding Glacier 

In the past year, I have been involved in the application of the cliff dynamic model to all the cliffs on 
Trakarding Glacier, another site in Nepal with different climatic and cliff distribution characteristics 
than Langtang (Sato et al., in prep, Fig. 6.S1). This study focuses on comparing the model results with 
the actual cliff evolution patterns, as characterised based on a glacier-wide remote sensing dataset from 
high-resolution UAV data (Sato et al., 2021). This will complement the observations made from this 
thesis at the feature scale and provide ways to move forward with regards to accounting for debris 
influence on ice cliff evolution and melt contribution. 

 

Figure 6.S1: Modelled and observed outlines (a) and profile (b) of a random cliff on Trakarding 
Glacier from October 2018 to October 2019. (c) Mean melt rate in May for the same cliff. (d) Mean 
melt rate as a function of initial aspect for all simulated cliffs on Trakarding Glacier. Figure from Sato 
et al. (in prep), presented at EGU 2022. 

6.3.2. Solving the ‘debris-cover anomaly’ 

6.3.2.1. At the glacier scale 

Precise understanding of the respective contributions of emergence velocity, sub-debris, cliff and pond 
melt to glacier thinning and their variability from glacier to glacier is key to derive the relative influence 
of each term in specific glacier settings (Anderson et al., 2021a, b). Our HIMAL group has been 
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collaborating with researchers from the Institute of the Tibetan Plateau, China, and Northumbria 
University, UK, to disentangle the different contributions to glacier thinning for 23K and 24K Glaciers, 
two glaciers belonging to the same small catchment in Eastern Tibet, both debris-covered but with 
opposite thinning patterns (Chuanxi et al., in prep). This study leverages the high resolution DEMs and 
orthoimages from several high-resolution UAV surveys taken in 2019 and 2020. On 23K, thinning rates 
increase with elevation while they decrease for 24K Glacier. Solving for the emergence velocity, it was 
apparent that these different patterns were related to the different dynamic states of the glaciers, with 
24K being much more dynamically active, probably related to an overall steeper longitudinal gradient 
(Fig. 6.S2). The SMB on the other hand seemed to be mainly controlled by debris thickness with the 
presence of supraglacial cliffs locally influencing the spatial variability (Fig. 6.S2). This therefore 
shows the importance of glacier dynamics when interpreting the thinning patterns of debris-covered 
glaciers, as they can vary considerably from glacier to glacier, along with the secondary control of ice 
cliffs on the mass balance patterns (Chuanxi et al., in prep). 

 

Figure 6.S2: (a-b) Annual average glacier surface elevation changes within 5-m (23K)/15-m (24K) 
elevation bands with the corresponding standard deviations for August 2019-August 2020. (c) Spatial 
distribution of annual surface velocities (August 2019-August 2020) for the survey areas of the two 
glaciers. (d) Daily mean SMB and its uncertainties for the individual zones of the two glaciers during 
the ablation period, the mean debris thickness and its uncertainties and the mean percentage of the ice 
cliff and ponds area. Figure from Chuanxi et al. (in prep).   

 



 

 

  

 

 

 

 

 

 

208 
 

6.3.2.2. At the regional scale 

The specificity of the different glaciers and their dependence on local topography, aspect, debris 
thickness and distribution patterns of supraglacial features makes it all the more challenging to 
disentangle the controls on the debris-cover anomaly at the subregional to regional scale (Brun et al., 
2019). I have been involved recently in a study led by Evan Miles (HIMAL group) that aims to solve 
this debris-cover anomaly at the scale of HMA, by quantifying each of these components for each 
individual glacier (Miles et al., in prep). Using a recent specific mass balance and emergence velocity 
product (Miles et al., 2021) combined with an inventory of ice cliffs and ponds and an independent 
product of thin debris locations (i.e. where debris is thin enough to enhance melt relative to clean ice, 
Rounce et al., 2021) for all glaciers in HMA, we hope to quantify the contribution of each of these 
components at different scales to explain the anomalous thinning patterns described in the literature 
(Brun et al., 2019; Gardelle et al., 2013; Kääb et al., 2012). More specifically, the ice cliff and pond 
contribution is based on outlines derived from Sentinel-2 images in Google Earth Engine and on 
enhancement factors modelled at four sites in HMA (Miles et al., 2022).  The preliminary results, based 
on an extrapolation of literature values for the cliff and pond distribution, show that while the debris-
covered glaciers do undergo lower emergence velocity, this alone does not solve the anomaly. On the 
other hand, the effect of cliffs and ponds and the effect of thin debris are each sufficient to explain this 
anomaly (Fig. 6.S3). 

 

Figure 6.S3: Thinning rates of debris-covered and debris-free glaciers as a function of normalised 
elevation (a) without any changes, (b) after removal of the emergence velocity component, (c) after 
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removal of the cliff and pond melt and (d) after the removal of thin debris melt. Figure from Miles et 
al. (in prep) presented at EGU 2022. 

 

6.3.3. Hydrology of debris-covered glaciers 

This work aims at characterising the hydrological regime of debris-covered glaciers and how it differs 
from that of debris-free glaciers (Miles et al., 2020). A detailed study of the hydrological regime of the 
debris-covered Miage Glacier has already highlighted major elements which include the co-existence 
of efficient drainage from the debris-free part of the glaciers, and of non-efficient drainage from the 
thickly debris-covered area (Fyffe et al., 2019; Miles et al., 2020). Further work in which I was involved 
during this thesis aimed at exploring whether this influence of debris-cover was visible in the 
hydrographs of mountain streams distributed across Switzerland. While the main control on the 
hydrographs was related to the overall glacierized area in the catchments, debris cover still seemed to 
have an amplitude reduction effect in addition to maintaining longer lag-times further into the ablation 
season (Willi, 2021).   

During the field campaigns of this thesis, a lot of work was also invested to test the validity of the results 
from Fyffe et al., (2019), at other sites (Fyffe et al., in prep, Table 6.S1). These included the installation 
of gauging stations at the glaciers’ termini, repeated dye injections and the monitoring of the water level 
of supraglacial ponds (Fig. 6.S4). Such a database will be invaluable to improve the representation of 
the hydrology of debris-covered glaciers (Miles et al., 2020). 

 

Figure 6.S4: Dye tracing experiments on (a) 24K and (b) Kyzylsu Glaciers. (c) Discharge 
measurements in the proglacial stream of Kyzylsu Glacier. Image credit: Marin Kneib. 

 
Table 6.S1: Field campaigns on debris-covered glaciers that I participated in as part of this PhD thesis, 
and measurements taken for complementary and future work. 

Where When Measurements taken 

Glacier melt and 
dynamics 

Hydrology Meteorology 
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Langtang 
Glacier, Central 
Nepal 

05/2019 and 
11/2019 

1. Time-lapse 
photogrammetry 
2. UAV flights (incl. 
thermal) 
3. Ablation stakes 
4. Debris thickness  
5. Firn core 
extraction 

1. Gauging station 
in proglacial 
stream 
2. Dye injections 
3. Water level of 
supraglacial ponds  

1. On-glacier AWS 
installation 
2. Heat conductivity in 
debris 
3. Temperature lapse-
rates 

24K Glacier, 
Eastern Tibet 

06/2019 and 
10/2019 

1. Time-lapse 
photogrammetry 
2. UAV flights (incl. 
thermal) 
3. Ablation stakes 
4. Debris thickness 
5. Ice thickness 
(with GPR)  

1. Gauging station 
in proglacial 
stream 
2. Dye injections 

1. On-glacier AWS 
checking 
2. Heat conductivity in 
debris 

Zmutt Glacier, 
Swiss Alps 

3 visits between 
06/2020 and 
09/2020 

1. Time-lapse 
photogrammetry 
2. UAV flights 

  

Kyzylsu Glacier, 
Tajikistan 

06/2021 and 
09/2021 

1. Time-lapse 
photogrammetry 
2. UAV flights 
3. Ablation stakes 
4. Debris thickness 
5. Moraine dating  

1. Gauging station 
in proglacial 
stream 
2. Dye injections 
3. Water level of 
supraglacial ponds 

1. On-glacier AWS 
installation 
2. Heat conductivity in 
debris 
3. Temperature lapse-
rates 
4. Snow measurements 
(snow stakes, 
pluviometer) 

Satopanth 
Glacier, India 

Planned for 
09/2022 

1. Long-term repeat 
photography 
2. UAV flights 
3. Debris thickness 
4. Ablation stakes 
5. Time-lapse 
photogrammetry 

1. Gauging station 
in proglacial 
stream 
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