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Foreword

Artificial intelligence (Al) has emerged as a revolutionary tool penetrating all parts of society, including
science, with a remarkable acceleration in the past two years. Al brings forward powerful opportunities but

also challenges and risks, emphasising the importance of adapted policies.

At this crucial time, the EU Al Act promises to be the first-ever legal framework on Al, positioning the
continent in a leading role to address the risks of the technology. However, at the time of publication of this
report, it appears that many of the challenges of Al used in scientific research will not fall under the

regulations of the Al Act.

Al applications are rapidly permeating scientific research in practically all fields, accelerating scientific
discovery and innovation through colossal datasets and access to extremely powerful computing
infrastructures. Parallel to the enormous opportunities of Al for science, discussions and debates are
ongoing in universities, weighing opportunities against the potential risks of Al for the reliability,

reproducibility and transparency of scientific production and our future knowledge base.

In July 2023, the College of Commissioners asked the Scientific Advice Mechanism to the European
Commission to provide evidence-based advice on how to accelerate a responsible uptake of Al in science. To
address this question, SAPEA assembled an independent, international, and interdisciplinary working group
of leading experts in the field, nominated by and selected from European academies and their respective
networks. Between October 2023 and January 2024, the working group reviewed and compiled the latest
evidence on the subject to create this thirteenth SAPEA Evidence Review Report. This report informs the
accompanying Scientific Opinion of the Group of Chief Scientific Advisors, which contains the requested

policy recommendations.

This project was coordinated by Euro-CASE acting as the lead network on behalf of SAPEA. We warmly thank
all working group members for their voluntary contributions and dedication, and especially the co-chairs of
the SAPEA working group, Professors Anna Fabijariska and Andrea Emilio Rizzoli. We would also like to
express our sincere gratitude to all experts involved in the process of evidence-gathering and peer review,

and everyone else involved in pulling this report together.

Finally, we would also like to express our sincere gratitude to the academies across Europe, for their

contribution in bringing together the outstanding experts who formed the working group.

Tuula Teeri, Chair of the Euro-CASE Board
Patrick Maestro, Secretary General of Euro-CASE

Stefan Constantinescu, President of the SAPEA Board



Preface

The rapid advancement of artificial intelligence is driving transformative impact across numerous scientific
fields. It has also opened new frontiers for research across various disciplines. From facilitating extensive
experimental data analysis to generating novel scientific hypotheses from literature, Al has the potential to

revolutionise scientific discovery, accelerate research progress and boost innovation.

As artificial intelligence continues its remarkable evolution, a deeper understanding of its potential impact

on science is crucial for researchers and policymakers to ensure its responsible adoption and use.

This evidence review report contributes to ongoing debate on how artificial intelligence can be harnessed
for scientific advancement while addressing potential challenges and risks associated with its adoption. It
examines the issue of responsible and timely Al uptake in science in Europe. Specifically, it analyses the
current landscape, examines existing challenges and opportunities associated with Al adoption in science,
analyses the impact of Al on researchers’ work environments and skills, and proposes policy options to

address challenges identified.

This report draws upon a comprehensive evidence base established through an extensive literature review

and further enriched by three expert workshops held between late 2023 and early 2024.

We extend our gratitude to all working group members, SAPEA’s report writing team and contributors for
their dedication and hard work in completing this report within a concise timeframe. Additionally, we thank
the experts who participated in the workshops, providing valuable insights and expertise that greatly

enriched the analysis presented in this report.

Anna Fabijaniska, co-chair of the working group

Andrea Emilio Rizzoli, co-chair of the working group
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Executive summary

This SAPEA evidence review report gathers the relevant scientific evidence to analyse:

How can the European Commission accelerate a responsible uptake of Al in science (including
providing access to high-quality Al, respecting European Values) in order to boost the EU's
innovation and prosperity, strengthen the EU’s position in science, and ultimately contribute to

solving Europe’s societal challenges?
Specifically, the report approaches the topic through the lens of Al's impact on:

e scientific process, including the underlying principles upon which the scientific endeavour is
organised

e people, including the skills, competencies, and infrastructure needed by scientists of tomorrow

e policy design, in the context of ensuring a timely, responsible, and innovative uptake of Al in

science in Europe

In the rapidly-evolving field of Al, there is no universally accepted definition, nor a clear taxonomy outlining
its various branches. Establishing such a definition would facilitate international collaboration among

different countries. Therefore, recently, OECD countries have agreed to define an Al system as:

a machine-based system that, for explicit or implicit objectives, infers, from the input it receives,
how to generate outputs such as predictions, content, recommendations, or decisions that can
influence physical or virtual environments. Different Al systems vary in their levels of autonomy and

adaptiveness after deployment.

As Al applications permeate across many sectors, including in research, it is imperative that the EU takes
hold of the opportunities, acts upon the challenges, and safeguards citizens from the risks that this fast-
evolving technology can bring. As a companion effort to the EU’s regulatory Al Act in progress, which is
working to promote the uptake of human-centric and trustworthy Al while ensuring a high level of
protection of health, safety and fundamental rights (per Al Act Recital 1) in Europe, the European
Commission aims to understand the specifics of Al technology not only developed by science, but as applied
to science; that is, Al in science. This report reviews current evidence and potential policies that could
support the responsible and timely uptake of Al in science in the EU that may enhance the EU’s innovation
and prosperity. The scope of this report is confined to the takeup of Al in scientific research, rather than its
implications for society more generally. In particular, it does not address the manifold and very significant
challenges that arise from the growing and rapid deployment of Al technologies in specific social domains,

and which fall outside the scope of this report and which the EU’s Al Act is intended to address.



Executive summary

Landscape of Al in research and innovation

Computational power

The computational power (‘compute’) required for advanced machine learning systems has increased
exponentially for many decades and in particular since 2010, ultimately leading to a divide between
academia and industry regarding access to specialised software, hardware, and skilled workforce. Academic
institutions released the most significant machine learning systems until 2014, but industry has now taken
the lead. Generative Al models (especially large language models (LLMs) and diffusion models),
convolutional neural networks for vision applications and models trained using deep reinforcement
learning, widen the gap between industry and research due to the huge computational resources needed to
train them. Governments are investing in computing capacity, but lag behind private sector efforts.
Newcomers, startups and Al research laboratories frequently build on big tech’s cloud services to train

models and launch products.

Data

Besides compute, data is a crucial resource for Al development. However, the need to comply with copyright
laws and research ethics requirements create challenges for public institutions in obtaining and processing
data. While efforts are being made to provide fair and equal access while preserving privacy and ownership

rights, issues remain unresolved.

Geopolitics of Al

The USA, China and the UK (ranking third, but lagging far behind the first two) dominate Al research
globally, but other European countries contribute significantly. China leads in scientific domains where Al
plays a prominent role, while the USA excels in health-related fields and the EU in social sciences and
humanities. In 2022, the USA had more authors contributing to significant machine learning systems than
other countries like China and the UK. The top-cited Al papers are from companies like Google, Meta, and
Microsoft. The growth rate of Al-related publications is much faster than overall scientific production

globally.

Al investment is surging globally, primarily driven by private sector investment, with the USA taking the
lead. The EU has lost innovation leadership due to low research and development (R&D) investment and
fewer startups. The problem is the commercialisation of R&D and scaling up. European efforts to boost Al
development include programmes such as Horizon 2020, Horizon Europe, the Large Al Grand Challenge
within the Al innovation package, and access to supercomputing resources through the EuroHPC JU

network.
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Regulatory landscape

Numerous Al-specific legal and regulatory measures are emerging worldwide, with many nations yet to
enact comprehensive Al legislation. Most countries rely on existing frameworks for regulation,
complemented by governance guidelines. As of October 2023, 31 countries had enacted Al laws, while an
additional 13 countries are discussing potential regulations. The EU and China are leading in developing
comprehensive Al regulations. China has been at the forefront of Al regulation, enacting specific measures
for algorithmic bias, the responsible use of generative Al, and more robust oversight of deep synthesis
technology. In the EU, considerable attention has been devoted to its Al Act, described by the European
Commission as the most comprehensive Al legislation in the world. More recently, USA Al policy has seen

the publication of several legally-mandated reforms.

Opportunities and benefits of Al in science

The increasing accessibility of generative Al and other machine learning tools for the analysis of large
volumes of data has led scientists across various disciplines to incorporate them into their research. These
tools facilitate the analysis of large amounts of text, code, images, and field-specific data, enabling scientists
to generate new ideas, knowledge, and solutions. The number of scientific projects incorporating Al
proliferates, with successful examples in protein engineering, medical diagnostics, and weather forecasting.
Beyond facilitating groundbreaking discoveries, Al is also transforming the daily academic work of scientists,

from supporting manuscript writing to code generation.

Accelerating discovery and innovation

Al's transformative potential extends to accelerating scientific discovery and innovation. The vast amount of
research knowledge in natural language format is harnessed through literature-based discovery processes,
using existing literature in scientific papers, books, articles, and databases to produce new knowledge.
Researchers can now use LLMs to mine scientific publication archives to generate new hypotheses, develop
research disciplines, and contextualise literature-based discovery. They can also use advanced search
methods, such as those based on deep reinforcement learning, to comb vast search spaces, opening the way

to Al-driven discoveries.

Scientific domains relying on large amounts of data seem to have taken up Al to a larger extent in their
research processes. The generation of Big Data in these research fields presents a challenge that Al is well-
equipped to address. Al algorithms analyse massive, complex, and high-dimensional datasets, enabling
researchers to identify patterns and develop new insights. In fields like astronomy, particle physics, and
quantum physics, where even a single experiment generates vast amounts of data, Al algorithms identify
patterns at scale with increased speed, allowing scientists to discover never-before-seen patterns and

irregularities. Al is becoming an indispensable tool for extracting knowledge from experimental data.

11
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Al and machine learning tools can also help bridge the gap between diverse research fields, promoting
cross-disciplinary collaborations. By incorporating Big Data analytics using Al, humanities researchers
incorporate quantitative measures, diversifying their research and research questions. For example, some
historians use machine learning tools to examine historical documents by analysing early prints,
handwritten documents, ancient languages, and dialects. Furthermore, Al exhibits potential in advanced
experimental control of large-scale complex experiments. For example, physicists are now incorporating Al

systems that use reinforcement learning to gain better control over their experiments.

Automating workflows

Traditionally, researchers performed experiments manually, often involving labour-intensive tasks. However,
technological advancements enable the automation of a significant portion of experimental workflows. Al is

revolutionising experimental simulation and automation, opening up new possibilities for research.

Enhancing output dissemination

Al is also enhancing the dissemination of research outputs. Al-powered language editing empowers non-
native English speakers to refine their scientific manuscripts, bridging communication gaps between experts
and the public. Al can also simplify the publishing process for newcomers, potentially fostering more

inclusive scientific discourse.

Challenges and risks of Al in science

In taking up Al, scientific researchers need to address bias, respect principles of research ethics and integrity,

and deal responsibly with issues surrounding reproducibility, transparency, and interpretability.

Limited reproducibility, interpretability, and transparency

The use of Al in science compounds existing concerns about reproducibility, while the opacity of Al
algorithms also poses significant challenges to scientific integrity, interpretability and public trust. Al
algorithms can generate useful outputs, but their opaque nature makes it difficult to verify the accuracy and
validity of research findings. The lack of transparency in Al algorithms hinders reproducibility, as researchers
cannot replicate important discoveries without knowledge or understanding the underlying methodological
processes. The opacity of Al algorithms raises concerns about accountability and trust, particularly in high-

stakes applications such as healthcare.

The increasing prevalence of generative Al models and computer vision systems produced by industry raises
concerns about their opacity and the lack of control over human evaluation by academic researchers.
Insufficient access to scalable pipelines, large-scale human feedback, or data hinders academic researchers’

ability to assess the safety, ethics, and social biases of machine learning models. The challenge of building
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state-of-the-art Al models due to the scarcity of computational and engineering resources leads to a reliance
on commercial models, limiting reproducibility and advancement outside of commercial environments. The
monopolisation of Al capabilities by tech giants raises concerns about their control over the development

and application of Al, potentially limiting scientific progress and ethical considerations.

Poor performance (inaccuracy)

Despite their remarkable capabilities, Al models are susceptible to performance issues arising from various
factors. One such factor is the quality of training data. The model’s predictions will inevitably suffer if the
data used to train an Al model is biased, inaccurate, or incomplete. Additionally, Al models require ongoing
updates to maintain their accuracy. Failure to retrain models with current data can lead to outdated

algorithms generating inaccurate outcomes.

Another crucial aspect is the representativeness of training data. Al models often learn from data that does
not accurately reflect real-world populations. This discrepancy can introduce biases into the model, resulting
in erroneous predictions. Finally, the lack of adequate knowledge and training among researchers and
developers contributes to performance shortcomings. Al models may be developed and deployed

irresponsibly without proper expertise, leading to ethical and legal complications and concerns.

Fundamental rights protection and ethical concerns also arise. Al has the potential to perpetuate existing
social biases and discrimination because Al systems trained on historically biased data and thus likely to
reproduce these biases in their outputs. This can have a negative impact on people from marginalised
groups, who may be unfairly discriminated against. Al systems can also introduce new forms of bias, such as
visual perception bias. Machine vision systems may be biased because they are trained on datasets not

representative of the real world.

In Al research, industry is now racing ahead of academia. Industry research has greater access to resources,
such as data, talent, computing power, infrastructure, and funding, enabling them to take the lead over
academia in developing sophisticated Al systems. This can disadvantage smaller institutions and academic

researchers, making it more difficult for them to advance research.

Al systems can also raise privacy and data protection concerns since they often collect and process personal
data and other, confidential information. There are several other challenges to advancing Al in science e.g.

its adverse environmental impacts.

Misuse (malicious actors) and unintended harm

The misuse of Al in scholarly communication can lead to several significant social harms, including the
proliferation of misinformation, the creation of low-quality outputs, and plagiarism. It constitutes research

misconduct.
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Al-generated content can be challenging to distinguish from human-generated content, increasing the risk
of spreading misinformation. Predatory journals and paper mills can use Al to create fraudulent research
papers. Al can make it easier to plagiarise content, potentially violating copyright and other intellectual
property rights. The ease of producing Al-generated content may lead to an increase in the number of
irrelevant papers. This can erode trust in scientific findings. Al-based tools can falsify information, which
could lead to research misconduct. Using Al to generate content may lower the bar on the required scientific

quality of the original work.

Using Al-based tools can automate specific tasks in the peer review process but, unlike human reviewers,
cannot properly assess the novelty and validity of research findings reviewers can. As of today, Al still
performs poorly in attempting to assess research quality, lacking human reviewers’ deep knowledge,
capability of grasping meaning, significance and human understanding. Using Al-based systems to evaluate

scientific research may introduce bias and additional errors into the research assessment process.

Societal concerns

The advancement of Al has raised concerns about its potential impact on society. One concern is the unfair
appropriation of scientific knowledge, as large tech companies increasingly leverage scientific talent from
universities and volunteer developers’ contributions from public code hosting and community platforms.
Simultaneously, these companies hold patents and profits for themselves, while controlling access to
computing and datasets. Additionally, using copyrighted material as training data for Al models raises
concerns about copyright infringement, yet those whose IP rights may have been interfered with lack the
capacity or resources to challenge purported infringement and seek redress, while identifying how IP law

should apply in these contexts remains unsettled and uncertain.

Another concern is Al's potential to manipulate and spread misinformation at scale. Additionally, it may pose
cybersecurity threats, including malware generation through unsafe code with bugs and vulnerabilities,
advanced phishing attacks using LLMs for large-scale deployment, cybercriminals leveraging Al tools for
malicious activities or deepfakes and voice cloning leading to impersonation, fraudulent digital content
generation and realistic voice scams. Furthermore, Al may impact modern warfare and facilitate bioweapons

development.

Impact on scientists and researchers

Research environments, literacy and training

Al can change the research context and environment, automating tasks, enhancing productivity, and
liberating researchers from menial tasks. It can also amplify a researcher’s expertise by personalising
research tools and tailoring support and assistance to individual needs, preferences, and expertise. This

transformation demands adaptation and the acquisition of new skills. To benefit fully from Al, universities
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and researchers must invest in Al literacy and digital skills, foster a collaborative culture between humans
and Al in the framework of human-centred Al, and embrace the dynamic interplay between human

expertise and Al augmentation.

Al literacy involves understanding the concepts, abilities, and limitations of Al technology and being able to
effectively communicate with it while evaluating its trustworthiness. Ethical awareness, critical thinking,
value addition to Al output, and fact-checking are other crucial skills for successful Al integration in research.
Adapting to the rapidly changing research environment is crucial for remaining competitive in the field.
Several Al teaching programmes exist in Europe to address these needs. These aim to educate individuals in
various aspects of Al, from technical knowledge to ethical considerations to help develop a skilled workforce

capable of addressing the growing demand for Al expertise across industries and sectors, including research.

Inequalities and biases

Al's potential to transform research demands a conscious effort to address the geographical disparities in Al
access and development and gender imbalances. Researchers should embrace a human-centred approach,

mitigate biases, and collaborate with stakeholders to ensure Al's positive and equitable impact on society.

Impact on researchers

Adopting Al in research careers may lead to negative consequences, undermining mental well-being,
increasing job insecurity, pressure, and unfair discrimination. Additionally, using Al for review and selection
processes can erode a sense of belonging among researchers. It is important to address these challenges to

ensure the appropriate implementation of Al in research.

Evidence-based policy options

Based on these findings, this report identifies five broad challenges that confront EU policymakers that may
help to accelerate the responsible and timely uptake of Al in scientific and research communities, thereby
supporting European innovation and prosperity. In this context, ‘responsible’ is taken to mean that
accelerated uptake of Al should strive to be in accordance with the foundational commitments of scientific
research and the foundational values underpinning the EU as a democratic political community and thus
ruled by law, ensuring respect for the fundamental rights of individuals and the principles of sustainable

development.

The primary challenge that must be addressed in order to accelerate the uptake of scientific research both in
Al, and using Al for research, concerns resource inequality between public and private sector research in Al.

To foster scientific uptake of Al responsibly, four further challenges must be addressed, concerning:

e scientific validity and epistemic integrity

e opacity
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bias, respect for legal and fundamental rights and other ethical concerns

threats to safety, security, sustainability, and democracy

This report then sets out a suite of policy options which are directed towards addressing one or more of

these challenges. These policy proposals include:

16

founding a publicly funded EU state-of-the art facility for academic research in Al, while making
these facilities available to scientists seeking to use Al for scientific research, thereby helping to
accelerate scientific research and innovation within academia

fostering research and the development of best practices, benchmarks, and guidelines for the use
of Al in scientific research aimed at ensuring epistemic integrity, validity and open publication in
accordance with law and conducted in an ethically appropriate manner

developing education, training, and skills development for researchers, supplemented by the
creation of attractive career options for early career Al researchers to facilitate retention and
recruitment of talented Al researchers within public research institutions

developing publicly-funded, transparent guidelines and metrics, using them as the basis for
independent evaluation and ranking of scientific journals by reference to their adherence to
principles of scientific rigour and integrity. The publication of these evaluations and rankings would
be intended to provide a more thorough, rigorous, informed, and transparent indication of the
relative ranking of scientific journals in terms of their scientific rigour and integrity than existing
market-based metrics devised by industry, helping to identify predatory and fraudulent journals
establishing an EU ‘Al for social protection’ institute, which engages in information exchange and
collaborates with other similar public institutes concerned with monitoring and addressing societal
and systemic threats posed by Al in Europe and globally, proactively monitoring and providing
periodic reports and making recommendations aimed at addressing threats to safety, security,

sustainability, and democracy



Chapter 1. Introduction

We are experiencing the impacts of the disruptive technology of Al permeating across many sectors. As a
‘general-purpose technology’, it is imperative that the EU takes hold of the opportunities, acts upon the
challenges, and safeguards people from risks that this fast-evolving technology can generate. As a
companion effort to the EU’s regulatory Al Act in progress, which is working to to promote the uptake of
human-centric and trustworthy Al while ensuring a high level of protection of health, safety, and
fundamental rights (per Al Act Recital 1), the European Commission seeks to understand the peculiarities of
Al technology not only developed by science, but as applied to and within science. Specifically, the EU seeks
to understand how best to design research and innovation policies that will strengthen its research
ecosystem and its competitive profile in a global context. As part of this effort, in July 2023, Margrethe
Vestager, Executive Vice-President of the European Commission and acting Commissioner for Innovation,
Research, Culture, Education, and Youth, asked the Group of Chief Scientific Advisors to deliver advice on the

topic of the successful and timely uptake of Al in science in the EU.

This SAPEA evidence review report gathers the relevant scientific evidence to inform the Advisors’ Scientific
Opinion. It addresses issues described in a scoping paper which sets out the formal request for advice from

the College of European Commissioners to the Advisors. The aim of this report is to analyse:

How can the European Commission accelerate a responsible uptake of Al in science (including
providing access to high-quality Al, respecting European values) in order to boost the EU’s
innovation and prosperity, strengthen the EU’s position in science and ultimately contribute to

solving Europe’s societal challenges?

Specifically, the report focuses on the key areas provided in the scoping paper to approach the topic

through the lens of Al's impact on:

e the scientific process, including the underlying principles upon which the scientific endeavour is
organised and governed
o the people, including the skills, competencies, and infrastructure needed by scientists of tomorrow

e the policy design, with the aim of ensuring timely and responsible uptake of Al in science in Europe

What is scientific research?

Research is the quest for knowledge obtained through systematic study and thinking, observation
and experimentation. While different disciplines may use different approaches, they each share the
motivation to increase our understanding of ourselves and the world in which we live.[...] Research

involves collaboration, often transcending social, political, and cultural boundaries, underpinned by


https://research-and-innovation.ec.europa.eu/system/files/2023-07/Scoping_paper_AI.pdf
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the freedom to define research questions and develop theories, gather empirical evidence, and

employ appropriate methods (ALLEA, 2023)’

The governance of scientific research is largely undertaken by academics, predominantly through peer-
based norms and mechanisms rooted in their widely-shared cultural, political, and professional
commitments to science as the quest for knowledge and understanding. Four core norms of scientific
research were first introduced by American sociologist Robert Merton, which he called the “ethos of science”
rooted in its ultimate institutional goal of extending “certified knowledge” (Merton & Sztomka, 1996). These

norms, which Merton described as “institutional imperatives”, are:

¢ Universalism refers to the impersonal nature of science, in which scientific truth claims are
evaluated in accordance with pre-established criteria concerned with evidence and methodology
that is independent of the character, identity, or status of those making such claims and consonant
with previously-confirmed knowledge. In other words, everyone’s scientific claims should be
scrutinised and evaluated equally to establish their “epistemic soundness” (de Melo-Martin &
Intemann, 2023), irrespective of the identity or status of the scientist.

e Communism (sometimes referred to as ‘communalism’) refers to the status of scientific knowledge
as common property, in which scientific discoveries are collectively owned as the ‘common
heritage’ of humanity, underpinning the obligation for scientists to communicate their findings
publicly and openly. Common ownership is supported by the institutional goal of advancing the
boundaries of knowledge (and by the incentive of recognition which is contingent on publication).

o Disinterestedness requires that scientists work only for the benefit of science, and reflected in their
ultimate accountability to their scientific peers, and not for any organisational or other interest.

e Organised scepticism requires that the acceptance of all scientific work should be conditional on

assessments of its scientific contribution, objectivity, and rigour (Merton & Sztomka, 1996).

This ideal model of scientific endeavour and its organisation is grounded in a deep commitment to
epistemic integrity (de Melo-Martin & Intemann, 2023).2 To this end, the scientific community has developed
a set of more specific norms or “principles of research” to “define the criteria of proper research behaviour, to
maximise the quality and robustness of research, and to respond adequately to threats to, or violations of
research integrity”, and have been enumerated in codes of conduct for research integrity, such as The
European code of conduct for research integrity (ALLEA, 2023) and Best practices for ensuring scientific integrity
and preventing research misconduct (OECD, 2007). These codes concern various matters including research
misconduct, involving the “fabrication (making up results and recording them as if they were real),
falsification (manipulating research materials or processes or changing, omitting or suppressing data or

results without justification) or plagiarism (using other people’s work and ideas without giving proper credit

! Originally developed by ALLEA (2011) and the European Science Foundation, as a living document to be revised every 3-5 years.

2 Some claim this model is too limited, arguing that scientists and scientific practice should be “socially responsible”, which includes
epistemic integrity, but also recognises that scientific research has social implications for which scientists, and scientific practice, and for
which scientists should be responsible (de Melo Martin, 2023).
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Chapter 1. Introduction

to the original source”, thus violating the rights of the original author(s) to their intellectual outputs (ALLEA,
2023).

In this report, we proceed on the basis that the ‘responsible’ uptake of science in accordance with European
values should be aligned with and serve the institutional goal of science in extending the bounds of certified

knowledge that is openly and universally communicated, owned in common and epistemically sound.

Who conducts research?

Although the traditional image of research is that of a university-based academic research group, much
contemporary research is carried out in industry and other settings. The organisation of research has
changed over time and differs between Europe and the USA (Carlsson et al, 2009). In the 19th century,
interdependence emerged between the needs of the growing US economy and the contemporary rise of
university education (Rosenberg, 1985). In Europe, the role of the universities was more oriented towards
independent and basic research, as manifested by the Humboldt University in 1809. Although basic science
was weak in the US until the 1930s and 1940s, research universities emerged after World War Il largely
designed as a modified version of the Humboldt system entailing competition and pluralism. The beginning
of the 20th century saw the development of the corporate lab, which also conducted basic research (the first

corporate lab was set up in Germany in the 1870s).

The close links between industry and science, characterised by collaborative research and two-way
knowledge flows, were thus reinforced. At that time, in-house corporate research was much higher in the
USA than in Europe, with the employment of scientists and engineers growing tenfold in the US between
1921 and 1940. During the 1940s, there was a huge increase in R&D spending driven by the war, while the
following decades saw a decrease in R&D relative to gross domestic product. Basic research diminished,
while firms also reduced their R&D spending. In the USA, the situation was reversed during the 1980s,
propelled by a number of institutional reforms directed towards IP rights, pension capital, and taxes.
Entrepreneurial opportunities were created through scientific and technical discoveries which were
paralleled by governmental policies, and which inserted a new dynamism in the US economy. A shift then
followed away from large incumbent firms to small, innovative, skilled-labour intensive, and entrepreneurial

entities (Braunerhjelm, 2010; Carlsson et al, 2009).

A large range of private entities, varying from small organisations to large and powerful tech and social
media giants, are now continuously engaged in research, including Al research. While the motives of
commercial research may be profit-driven, it is generally considered important for innovation and economic
growth (Quinn, 2021). Accordingly, this report proceeds on the basis that research encompasses the work of
a variety of different research communities. In the remainder of this document, we will consider the impact
of Al on science, encompassing both the science of Al and the use of Al for scientific research more

generally.
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Chapter 1. Introduction

What is Al?

In order to proceed, it is necessary first to define what Al is. Unfortunately, there is no commonly-agreed
definition of Al, nor a clear taxonomy describing its various branches. Al is a fast-moving field and its recent
growth has challenged many of the definitions that have tried to frame it. Yet governments need a common
definition to regulate it effectively, making it easier for different countries to work together. With this in

mind, recently (November 2023), OECD countries agreed on the following definition:

An Al system is a machine-based system that for explicit or implicit objectives, infers, from the input
it receives, how to generate outputs such as predictions, content, recommendations, or decisions
that can influence physical or virtual environments. Different Al systems vary in their levels of

autonomy and adaptiveness after deployment.

The above definition has been used in the EU’s Al Act. It emphasises the reactive nature of Al algorithms,
producing an output upon presentation of an input, while recent developments hint at the possibility of Al
algorithms becoming active systems, acquiring ‘awareness’. Al developments could include acquiring what

might be understood as ‘emotional intelligence’ and multiskilling/tasking.

Due to its inherent versatility and broad applicability, Al is considered a general-purpose technology. It has
therefore moved from a purely technical field to an interdisciplinary research domain, with multifaceted
implications in terms of its use and uptake. Thus, any policies surrounding Al uptake will inevitably impact
various domains, including scientific research, although the extent of their impact is likely to differ across

domains and contexts.

The trajectory of modern Al started in the early 2010s with the advent of the computational capabilities
needed to run deep neural network architectures with millions of parameters, able to process large datasets
and extract knowledge from diverse sources, including audio and video signals, displaying for the first time
superhuman capabilities, for example in image classification tasks (Krizhevsky et al, 2017). Since then, the
frontier has been pushed constantly further ahead, and with transformer architectures (Vaswani et al, 2017)
introduced in 2017, natural language processing has made a giant leap. These huge ‘large languagd model’
(LLM) systems, composed of billions of parameters, can now emulate the ability of a human in producing

written text, and some researchers are now debating whether we are on course for the achievement of

artificial general intelligence (AGlI). A framework for the evaluation of AGI has been proposed (Ringel Morris

et al, 2023), that is a “form of Al that possesses the ability to understand, learn and apply knowledge across a
wide range of tasks and domains. AGI can be applied to a much broader set of use cases and incorporates

cognitive flexibility, adaptability, and general problem-solving skills”.

While AGI might still be out of immediate reach and LLMs might not be the way to achieve AGI, at least in
their present form, the capabilities of LLMs continue to impress, especially when processing multimodal data
(text, images, videos, sounds) and when they are integrated with other types of Al, such as generative Al

models like stable diffusion, reinforcement learning, and more. The recent release of Sora, the OpenAl

application that generates high quality videos from textual prompts is such an example. As a result, recent
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years have witnessed a significant rise in LLM research and development activities and growing academic,

scientific and public interest in the field.

Given this trajectory of exponential increase in the capabilities of Al, substantial impacts are expected in
practically every domain where data can be digitised and fed into an Al system. In this report, particular
relevance is therefore attributed to the impact of generative Al, with a specific focus on LLMs, in the domain
of scientific advances and innovation in Al research, since enhancing the productivity of knowledge

discovery returns a manifold of applications in all other domains.

Report structure

e In Chapter 2, we discuss the preconditions and the context for the application of Al to research,
namely the availability of skilled researchers and the necessary infrastructure to develop state-of-
the-art Al algorithms, including the access to trustworthy data for training Al models. We also
analyse the geopolitical and economic context, conditions, the availability of access to human
resources and computational infrastructures, and then we provide a brief examination of the
current regulatory landscape, which is rapidly evolving.

e Against this background, Chapter 3 reviews the evidence that demonstrates the potential benefits
and novel opportunities for the future use of Al in the scientific discovery process, such as the
automation of scientific workflows and the Al-enhanced exploration of scientific literature.

o Chapter 4 then identifies potential challenges and risks, including potential misuses and abuses,
besides the fundamentally unsolved issue of the accuracy and explainability of some Al research
(and Al-enabled research), including the most novel Al architectures.

e In Chapter 5, the focus shifts to the people behind the scientific discovery process and how
researchers are affected by the mounting wave of Al applications in their respective research areas:
in particular, how can we promote a collaboration between the human and the machine avoiding
the pitfall of relinquishing the driving seat to the latter? For this purpose, the role of education as
the key to foster a synergistic collaboration is analysed.

e Finally, Chapter 6 identifies a suite of policy options aimed at addressing the challenges identified in

this evidence review that currently hinder the successful and responsible uptake of Al in science.

At the end of each chapter, we gather the key findings from the evidence reviewed. These key findings are

organised to highlight the level of uncertainty associated with the evidence gathering to support them.
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research & innovation

Data and computational infrastructure

The growth in Al is enabled by increases in computing power (the hardware, also called compute), open-
source software platforms, and the abundant availability of Big Data. In particular, the advent of generative

Al has radically heightened the demand for training data and for computational infrastructure.

The development of generative Al

The introduction of transformer architecture has enabled the parallelisation of computational processes
during Al training, enabling training on much larger datasets than previously possible, and thus the scaling

up of Al language models.

However, training and running LLMs requires significant amounts of processing power. Not only does this
require large amounts of capital to invest in or rent the necessary hardware, such as powerful graphics
processing units (GPUs) or expensive purpose-built chips, but it also requires the professionals who possess
the skills and the experience to operate complex neural networks on large clusters of hardware (Luitse &
Denkena, 2021).

The release of Generative Pretrained Transformer-3 (GPT-3) by OpenAl in June 2020 sparked a significant

surge in interest in LLMs, driven by its remarkable human-like language generation capabilities. Instead of
releasing the model as open source, like its predecessors, OpenAl introduced an API through which
accepted users can access it as a running system to generate textual output, introducing a pricing plan two
months later following the conclusion of its ‘beta’ phase during which users could test the service free of
charge. This marked a distinct move away from open-source release, in which OpenAl operates GPT-3 as a
closed system and controls its accessibility. In this way, Mayer has described this as creating a model of
“unique dependence” (Mayer, 2021) as it no longer allows developers to view, assess or build on top of GPT-
3. However, despite the real power of models such as GPT-3, it took roughly three more years for the power
of LLMs to widely reach public attention, something that happened only in late 2022 with the release of
ChatGPT. 2023 was a breakout year for generative Al, with leading tech companies releasing their LLMs. This
also includes a large number of open source LLMs, over 1000 of which were available on the HuggingFace

platform3

? https://www.stateof.ai/ (p.100)
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Apart from text generation capabilities, leading LLMs have gained multimodal capabilities across image,
audio, video, tabular data, and text understanding (Chui, 2023). These capabilities include, among others
(Gemini Team et al, 2023; OpenAl et al, 2023; You et al, 2023):

e understanding and reasoning across multiple data modalities (text, images, video, audio, and
programming code)

e automatic speech translation

e video question answering

e reasoning about user intent

e solving visual puzzles

e source code generation for specific tasks

e reasoning in maths and physics

Parallel to generative language models, image generative models have been actively developed, with state-
of-the-art models coming from tech companies and Al startups. This group of models performs text-to-

image translation (e.g. DALL-E, Midjourney) or text-to-video translation (Girdhar et al, 2023; Ho et al, 2022),

which is a process of synthesising a photo-realistic image or a short video corresponding to a textual
description (so-called ‘prompt’). The use of generative models expands to audio as well. Solutions exist to
generate sounds and music based on textual prompts and/or input melody (Copet et al, 2023; Kreuk et al,
2022).

Hardware and software

The majority of Al developers, both in academia and industry, use open-source software frameworks to

develop Al systems: PyTorch, Tensorflow, Keras, and Caffe can be used within Python and R to effectively

develop and deploy advanced Al systems. But this is the only vertex of the software-data-hardware simplex
where academia and industry stand on equal footing. The increasing compute needs of Al systems create
more demand for specialised Al software, hardware, and related infrastructure, along with the skilled
workforce necessary to use them. As government investments are constrained, compute divides between
the public and private sectors can emerge or deepen. The massive expansion of the digital economy in the
last two decades has become the object of social scientific research, including the “political economy of Al”
(Srnicek, 2016; Zuboff, 2019). These studies investigate the dynamics of competition and the consolidation
of power in the digital era. Although scholars have adopted a variety of theoretical frameworks, they all draw
attention to the concept of the “digital platform”, through which large tech firms position themselves as
intermediaries in a network of different actors, allowing them to extract data, harness network effects and

approach monopoly status (Luitse & Denkena, 2021).

The expansion of private sector monopoly power can worsen the disparity between public and private
sector research, because the public sector increasingly lacks the resources to train cutting-edge Al models.
Industry, rather than academia, is increasingly providing and using the compute capacity and specialised

labour required for state-of-the-art machine learning research and training large Al models. This trend points
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to the need to increase access to facilities like high-performance computing and software to support the

development of Al in public science.

For example, the Stanford Al Index Report 2023 draws attention to the increasing computational power
needed for complex machine learning systems. Since 2010, language models have demanded the greatest
use of computational resources. More compute-intensive models also tend to have more significant
environmental impacts; training Al systems can be incredibly resource-intensive, although recent research
has shown that Al systems can be used to optimise energy consumption (Maslej et al, 2023). Industry players
tend to have greater access to computational resources than others, such as universities, as demonstrated in

Figure 1, which highlights the amount of ‘compute’ by sector since the 1950s.

Training Compute (FLOP) of Significant Machine Learning Systems by Sector, 1950-2022

Source: Epoch, 2022 | Chart: 2023 Al Index Report
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Training compute (FLOP) of significant machine learning systems by sector, 1950-2022, from the Stanford Al
Index Report 2023 (Maslej et al, 2023). Source: Epoch, 2022 | Chart: 2023 Al Index Report

According to the Stateof.ai Report 2023, produced by Epoch Al:

Governments are building out compute capacity but are lagging private sector efforts. Currently,
the EU and the USA public research bodies are superficially well-placed, but Leonardo and
Perlmutter, their national high-performance computing (HPC) clusters, are not solely dedicated to
Al and resources are shared with other areas of research. Meanwhile, the UK currently has fewer
than 1000 NVIDIA A100 GPUs in public clouds available to researchers.

The same report adds that companies such as Anthropic, Inflection, Cohere, and Imbue are shoring up

NVIDIA GPUs and wielding them as a competitive edge to attract customers (Stateof.ai Report 2023, slides

131 and 72). This investment in compute is made possible by the enormous market capitalisation of Al

startups, especially in the USA, as shown in Figure 2.
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US Al companies absorb 70% of global private capital in 2023, up from 55% in 2022

Funding to private US and UK Al companies is steady YoY, while capital for European Al companies drops >70%.

Al investment by Geography
B United States [l EU-27, Switzerland & Norway [l United Kingdom China Rest of the World

$1198

Al investment by geography, Stateof.ai Report 2023 on slide 111

Newcomers, startups, and even Al research laboratories rely on the computing infrastructure of Microsoft
(Azure), Amazon (AWS), and Google (Google Cloud) cloud services to train their systems and use these
companies’ extensive consumer market reach to deploy and market their Al products (Kak et al, 2023; Rikap,

2023c, 2023d), thus reinforcing the model of unique dependence.

Data

Besides compute (hardware) and software, the most important resource for the successful development of

Al systems is data.

Unlike software, much of which is open source, at least for what concerns the development frameworks for
Al systems, a considerable body of valuable data is protected by copyright law. In addition, research
undertaken at public research institutions is bound to comply with principles of research ethics, creating

additional hurdles that must be met in order for that data to be accessed and processed by public research

institutions. In the USA, for example, the New York Times has sued OpenAl for the alleged use of copyrighted

material for training their GPT series LLMs, and we can expect further litigation of this kind. Although

European law differs from US law, providing mechanisms by which copyright owners can reserve their rights
for their copyright-protected work to be excluded from data mining by others, these procedures are
criticised as unwieldy, impracticable, and difficult to enforce. Accordingly, the need to provide fair and equal
access to data, while preserving privacy and ownership rights, remains an ongoing and fraught challenge.

Although the EU is already active in this policy space, the issues remain contested and unresolved.

However, it is worth noting that even opening access to all currently available data might not be enough to

address the needs of the most data-intensive Al algorithms, according to some claims. In particular, the
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Stateof.ai Report 2023* claims that “we will have exhausted the stock of low-quality language data by 2030
to 2050, high-quality language data before 2026, and vision data by 2030 to 2060". Notable innovations that
might challenge this claim are speech recognition systems such as OpenAl’'s Whisper that could make all

audio data available for LLMs, as well as new optical character recognition models like Meta’s Nougat.

Geopolitical economy of Al

To understand the context in which Al technologies are being taken up in research communities in Europe,
it is helpful to understand the larger geopolitical and economic landscape and dynamics in which Al
research and innovation are proceeding. For this, we briefly analyse the main actors in the development of
Al systems and in the research about them, and then we review how such R&D efforts are funded. On this

basis, we review the geopolitical implications.

Who develops Al systems?

Al research is on the rise across the board (affiliated with education, government, industry, non-profit, and
other sectors), with the total number of Al publications more than doubling since 2010 (Maslej et al, 2023,
pp. 24-28). Most significant machine learning systems were released by academia until 2014, but industry
has since overtaken academics with 32 significant industry-produced machine learning systems compared
to just three produced by academia in 2022. This could be attributed to the resources needed to produce
state-of-the-art Al systems, which ‘increasingly requires large amounts of data, computing power, and
money: resources that industry actors possess in greater amounts compared to nonprofits and academia’
(Maslej et al, 2023, p. 50). The Stanford Al Index Report 2023 estimates validate popular claims that large
language and multimodal Al models are increasingly costing millions of dollars to train. For example,
Chinchilla, an LLM launched by DeepMind in May 2022, is estimated to have cost $2.1 million; BLOOM's
training is thought to have cost $2.3 million (Maslej et al, 2023, p. 62); and PaLM, one of the flagship LLMs
launched in 2022 and around 360 times larger than GPT-2, is estimated to have cost 160 times more than
GPT-2 at $8 million (Maslej et al, 2023, p. 23).

The highest number of notable machine learning systems originated from the US, totalling 16, followed by
the UK with 8 and China with 3. Since 2002, the US has consistently surpassed the UK, EU, and China in terms

of the overall quantity of significant machine learning systems produced (Maslej et al, 2023).

Who researches Al systems?

A bibliometric analysis of 815 papers published on Al and innovation in the areas of social science, business
management, finance and accounting, decision science, and economics and econometrics as well as
multidisciplinary areas revealed that 418 contributing authors were based in the USA, followed by China
(229), the UK (125), and India (106) (Khurana, 2022). Cumulatively, authors from the EU and associated

4Slide 28.
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countries made a significant contribution, with 65 authors based in Italy and Spain each, 50 in Germany, 41
in Sweden, 33 in the Netherlands, 30 in France, 23 in Finland, 21 in Switzerland, and between one and 18

authors in other European countries.

Similar results were observed in another study on Al and innovation in business, management and
accounting, decision science, economics, econometrics, and finance, where out of the 1448 identified
records, 227 originated in the USA, 151 in China, 125 in Italy, 123 in Germany, and 119 in the UK (Mariani et
al, 2023).

A bibliometric study of 5890 Al-related articles published in 2020 and 2021, during the COVID-19 pandemic,
found that the top countries were China (2874 records), the USA (895 records), and the UK (430 records),
closely followed by Australia (426 records). France and Germany were the countries of origin of 182 and 181

papers respectively (Soliman et al, 2023).

Similarly, authors based in the USA, the UK, and Canada produced the most research on Al in healthcare,
followed by authors from Germany, Italy, France, and the Netherlands as well as China and India (Bitkina et
al, 2023; Zahlan et al, 2023), while the USA, China, the UK, Canada, India, and Iran dominate research on Al in
engineering, with a significant number of papers being produced in Germany and Spain (Su et al, 2022;
Tapeh & Naser, 2023).

An important source of data is a bibliometric analysis undertaken by the European Commission’s
Directorate-General for Research and Innovation (European Commission, Arranz, et al, 2023). According to
this analysis, the field of Al is growing at a faster rate than that of scientific production as a whole: global
scientific activity has grown at around 5% per year between 2004 and 2021, while the annual growth rate of

Al-related publications has been around or above 15%, except for 2010-2012 (Figure 3).
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Growth in scientific activity, calculations based on Web of Science data. Annual growth calculated as a 3-year

rolling average (from European Commission, Arranz, et al, 2023

In 2022, the USA led in the number of authors contributing to significant machine learning systems,
boasting 285 authors. This figure is more than double the count in the UK and nearly six times that in China.
In the last decade, the USA has outpaced both the EU and the UK, as well as China, in terms of private Al
investment and the number of newly-funded Al companies. Since 2015, China has outpaced the EU in

private Al investment (Maslej et al, 2023).

The Stateof.ai Report 2023 shows that over 70% of the most cited Al papers in the past 3 years have authors

from USA-based institutions and organisations. The top 3 organisations with the most cited Al papers are

also industry leaders, namely Google, Meta, and Microsoft, ahead of USA-based universities (Figure 4).

Most impactful research comes from very few places
>70% of the most cited Al papers in the last 3 years have authors from US-based institutions and organisations.
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Most cited papers by country and by organisation, Stateof.ai Report 2023 on slide 68

Funding Al research and development

There is no systematic way of tracking Al funding across countries and agencies. However, a study by the
European Commission Joint Research Centre’s TechWatch estimated that 68% of Al investment in 2020
came from the private sector, with 32% from the public sector. Private sector investment was also growing

at a faster rate (Dalla Benetta et al, 2021).

Europe is struggling to see the same level of private investments in Al as the US, and therefore is exploring a
number of measures to kindle the development of Al companies and new Al products and innovations.
European funding programmes such as Horizon 2020 and Horizon Europe support a large number of Al

research projects. Since 2014, projects focusing on Al or using Al tools are estimated to have received €1.7
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billion in EU funding. Al projects funded under the Horizon Europe programme are represented by academia

and industry from multiple countries, aiming to boost collaboration in R&D across the EU.

The European Commission is also tackling the funding issue with a strategic approach outlined in the Al

innovation package, which addresses the expected needs of startups and small and medium-sized

enterprises. The first action of this programme has been to launch the Large Al Grand Challenge, a prize

giving Al startups financial support and supercomputing access.

Finally, the EU is also funding access to supercomputing resources through the EuroHPC JU network,

comprising eight supercomputers, two supercomputers still to be deployed, and six quantum computers.

Al as a geopolitical asset

Al has become a geopolitical asset. Building-blocks of Al technology act as geopolitical bottlenecks,
impeding the development of the technology and its deployments in regions that do not have access. In

particular, talents and computing power are strong limiting factors for the development of Al (Lazard, 2023).

Large Al models are attracting growing public investment. However, because of the growing power of these
Al models, and because they lack transparency, it has become more and more difficult to balance out the
power concentration (Miailhe, 2018). These limitations impact researchers on Al in the public sector who
have limited or conditional access to the technology, and the uptake of Al in science, due to the unfair

appropriation of scientific knowledge (see Chapter 4).

The Global Al Index ranks the performance of countries in Al, analysing absolute and relative measures
including indicators on the implementation of Al systems, the level of innovation, and the amount of
investments. The index delivers profiles for individual countries and an overall ranking arranged according
to the final index scoring. The USA and China top the rankings, with EU countries following behind - but
from the EU, only Germany, Finland, the Netherlands, France, Denmark, Sweden, Luxembourg, and Austria

make the top 20. The UK is ranked fourth and Switzerland ninth.

A European Parliament Research Service report (EPRS, 2022) suggests that the EU has lost its innovation
leadership due to low R&D investment and a small number of startups. The report attributes these issues to
the commercialisation of R&D and scaling-up challenges. It offers an analysis of challenges that, if
appropriately addressed, may help accelerate the responsible uptake of Al in science in accordance with
European values, that might strengthen European science. To that end, it identifies policy options that are
aimed at strengthening both scientific research in Al and the use of Al by European scientists more

generally. These policy proposals are broadly concerned with:

e appropriate training, education, and development programmes
e the development of guiding principles and standards for the use of Al in science in accordance with

the basic precepts of scientific rigour, integrity, and openness
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e investment, infrastructure and institutional changes that may be necessary to establish the broader
socio-technical, political and economic conditions for scientific research in and with Al to flourish in

Europe.

As well as looking at state aid exemptions and corporate tax incentives for R&D expenditures, the report
suggests, for example, promoting digital innovation hubs that act as ‘one-stop shops’ to provide services,
from access to critical infrastructure and testing facilities to incubation and acceleration. These measures
could promote the translation of research to commercial opportunities and the commercialisation of R&D by
industry (EPRS, 2022).

The EU faces the challenge of researchers migrating to other regions, notably the US, leading to a brain

drain. According to Khan (2021), five factors contribute to this outflow of human capital:

e attractive salaries outside Europe

e short-term fixed contracts for early career researchers
e unfair recruitment procedures

e appealing migration policies

e internationalisation policies that encourage permanent mobility

Though contributing to innovation across different fields, immigration’s impact on STEM patent generation

in the US appears particularly strong compared to arts and social sciences (Bernstein et al, 2022).

Regulatory landscape

Al-specific legal and regulatory measures are proliferating, reflected in the creation of laws and policy
frameworks across many countries that are specifically directed at regulating Al. According to the Stanford
Al Index Report 2023, which examined the legislative records from 127 countries, only one bill directly
concerned with the regulation of Al passed into law in 2016, but by 2022, the number rose to 37 (Maslej et al,
2023).

The year 2016 marked a critical turning-point in public debate about Al, commonly referred to as the
‘techlash’ (“a strong and widespread negative reaction to the growing power and influence that large
technology companies hold”, a term first introduced into the Oxford English Dictionary in 2018). In
particular, public revelations concerning the Russian use of social media platforms to interfere with the 2016
USA elections, Cambridge Analytica’s misuse of Facebook data for political micro-targeting, and the opening
of investigations against Google for alleged antitrust violations, highlighted how Al applications can damage
vital individual rights and collective interests, threatening the integrity of democratic procedures. Until 2016,
policymakers worldwide had largely accepted that self-regulation could be relied upon to address adverse
impacts arising from Al applications, reflected in the multitude of ‘ethical codes’ promulgated by members
of the tech industry, either individually or as various consortia (Rességuier & Rodrigues, 2020; Yeung et al,
2019).
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Legislative proposals specifically concerned with the regulation of Al have subsequently emerged
throughout the world, but the content and scope of these measures display considerable variation.
Although the EU and China are taking the lead in developing comprehensive Al regulations, more recent US
Al policy has seen the publication of a number of legally-mandated reforms. For example, on 30 October

2023, President Biden issued a sweeping executive order on Al with the goal of promoting the “safe, secure,

and trustworthy development and use of Al”, which applies to executive branch authorities only, and relies
extensively on the US National Institute of Standards and Technology to develop guidelines and best

practices. Several weeks later, the Al Research, Innovation, and Accountability Act of 2023 was introduced,

supported by key members of the Senate Commerce Committee from both parties. It seeks to:

e introduce legislative initiatives to encourage innovation, including amendments to open data
policies, research into standards for detection of emergent behaviour in Al, and research into
methods of authenticating online content

e establish accountability frameworks, including key definitions, reporting obligations, risk-
management assessment protocols, certification procedures, enforcement measures, and a push for

wider consumer education on Al

China has also introduced Al laws, comprised of a series of more targeted Al regulations, enacting specific
measures for algorithmic bias, the responsible use of generative Al, and more robust oversight of deep
synthesis technology (synthetically generated content) arising by the Algorithmic Recommendation
Management Provisions (2021), Interim Measures for the Management of Generative Al Services (2023), and
the draft Deep Synthesis Management Provisions (2022). These measures are regarded as laying the
intellectual and bureaucratic groundwork for a comprehensive national Al law that China is expected to
release in the coming years. These regulations aim to prevent manipulation, protect users, and ensure Al’s
responsible development and use while enabling Chinese regulators to develop their bureaucratic know-

how and regulatory capacity.

In the EU, considerable attention has been devoted to its Al Act, described by the European Commission as
the most comprehensive Al legislation in the world. The text of the Act that will form the basis of the vote in
the Permanent Representatives Committee on 2 February 2024 was leaked on 22 January 2024 and was
officially released to Member State delegations on 24 January 2024. Its stated purpose is to establish a
uniform legal framework for the development and deployment of Al systems in the EU in conformity with
European values to “promote the uptake of human-centric and trustworthy Al while ensuring a high level of
protection for health, safety, fundamental rights enshrined in the Charter including democracy, the rule of
law and environmental protection against the harmful effects of Al systems in the Union and to support
innovation” (Al Act, Recital 1, paragraph 11). It adopts a so-called “risk-based” approach, such that the higher
the risks associated with the Al system in question, the proportionately more demanding legal requirements.

To this end, it classifies “Al systems” into four classes:

e prohibited practices, considered to pose an unacceptable risk to the EU’s values and principles, such

as those that manipulate human behaviour or exploit vulnerabilities, and are therefore banned
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e “highrisk” Al systems that are used in critical sectors or contexts, such as health care, education, law
enforcement, justice, or public administration

e “general-purpose Al models”, defined as Al models, including those trained with a large amount of
data using self-supervision at scale, that “display significant generality and are capable to
competently perform a wide range of distinct tasks”. These systems, and the models upon which
they are based, must adhere to transparency requirements, including drawing up technical
documentation, complying with EU copyright law and disseminating detailed summaries about the
content used for training. If these models meet certain criteria, their developers will have to conduct
model evaluations, assess and mitigate systemic risks, conduct adversarial testing, report to the
Commission on serious incidents, ensure cybersecurity, and report on their energy efficiency

e “limited or minimal risk” Al systems, which are subject to transparency obligations, such as
informing a person of their interaction with an Al system and flagging artificially generated or

manipulated content

Al systems that do not fit within these categories fall outside the scope of the Act.

The Act also seeks to establish new institutional and administrative reforms, including:

e An Al Office within the Commission. It will oversee the most advanced Al models, help develop
new standards and testing practices, and oversee the enforcement of common rules in all EU
member states. Some commentators anticipate that its role will become equivalent to the Al Safety
Institutes that have recently been announced in the UK and the US.

e Ascientific panel of independent experts to advise the Al Office about general-purpose Al
models, and to contribute to the development of methodologies for evaluating the capabilities of
foundation models and monitor possible material safety risks related to foundation models, when
high-impact models emerge.

e An Al Board, which comprises EU member states representatives, to remain as a coordination
platform and an advisory body to the Commission while contributing to the implementation of the
Al Act (e.g. designing codes of practice).

e An advisory forum for stakeholders, to provide technical expertise to the Al Board.

Despite these institutional innovations, the entire foundation of the regime is based on the EU’s existing
‘New Legislative Framework’ approach to product safety. Although developers and deployers of these
systems must ensure that their systems comply with the ‘essential requirements’ specified in the Act (for
‘high risk’ systems, these concern data quality, transparency, human oversight, accuracy, robustness,
security, and the maintenance of suitable ‘risk management’ and ‘quality management’ systems), the Act
provides that European standardisation bodies (notably CEN/CENELEC) may establish “harmonised
standards” for Al. This standard-setting work is currently underway. If formally adopted by the European
Commission (through notification in the Official Journal), firms that voluntarily comply with these standards

will benefit from a presumption of conformity with the Act’s essential requirements.
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Yet these technical standards are not, and will not be, publicly available on an open-access basis: because
CEN/CENELEC are non-governmental voluntary organisations through which technical standard-setting is
undertaken by volunteer experts, the standards are protected by copyright. Nor is the technical standard-
setting process subject to the conventional legal procedures of democratic consultation and oversight. Thus,
although civil society bodies have broadly welcomed the EU’s initiative, they have expressed significant
criticisms of what they regard as deficiencies in the opportunities it provides for democratic participation
while failing to provide meaningful and effective protection for the protection of fundamental rights,
consumer safety, and the rule of law (Ada Lovelace Institute, 2023a; ANEC, 2021; BEUC, 2022; Micklitz, 2023).

However, it is important to situate the EU’s Al Act within its broader digital strategy. The EU has been at the

forefront of establishing a legal framework to protect individuals’ personal data, with the General Data

Protection Regulation as its centrepiece. Its ‘digital strategy’ is intended to supplement the EU’s data and

digital framework with a new set of rules aimed at fostering data flow, data access, and the data economy

introduced by the Data Act and the Data Governance Act, which will apply to both personal and non-

personal data, including machine and product data. It also introduces enhanced legal obligations and user

protections for online platform services, online hosting services, search engines, online marketplaces, and

social networking services under the Digital Markets Act and the Digital Services Act. Accordingly, the Al Act
must be understood within this broader digital policy landscape, particularly given the role of data as a
critical input for Al development and technologies. A discussion of these elements is beyond the scope of

this report.

We have already noted active contestation and uncertainty about the scope, role, and limits of copyright
law, given that many of the latest ‘foundation models’ used for generative Al applications rely on ingesting

massive volumes of data scraped from the internet, including works that are ostensibly subject to copyright

protection. However, IP law is a highly specialised field of legal protection. Accordingly, identifying and
applying the content and contours of copyright law has become increasingly fraught as the size,
significance, and sophistication of digital technologies and the digital economy has grown in recent years,
particularly since IP laws are typically jurisdiction-specific. It is widely recognised that IP laws serve an
important purpose that enables innovation to flourish, by conferring property rights on the creators of
original works which are legally enforceable. Yet IP legal theorists also recognise that the goal of IP law
should be to strike an appropriate balance between the interests of authors of original content in the
temporary monopoly which IP rights create (thus recognising their interests and investments in their own
creation, the personality of the authors, etc.) and the protection of certain other interests, such as public
access to knowledge and information. In this way, copyright can foster creativity, innovation, and
socioeconomic welfare. Thus, various European laws contain specific carve-outs to allow for scientific and
other kinds of research. For example, the General Data Protection Regulation provides special provisions for
the processing of personal data for “archiving purposes in the public interest, scientific or historical research
purposes or statistical purposes” (GDPR article 89), while the EU’s Digital Single Market Directive allows two
text/data mining exceptions. Article 3 introduces a mandatory exception under EU copyright law which
exempts acts of reproduction (for copyright subject matter) and extraction (for the sui generis database
right) made by “research organisations and cultural heritage institutions” in order to carry out text and data

mining for the purposes of scientific research, while Article 4 mirrors Article 3 with one major difference: it is
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available to any type of beneficiaries for any type of use, but these can be overridden by express reservation

via right holder ‘opt-out’ (see, for example, Margoni & Kretschmer, 2022).

Most countries do not have comprehensive Al legislation, laws, or policies tailored explicitly to Al. Instead, Al
operates within existing legal and regulatory frameworks, complemented by governance frameworks,
supporting acts, and guidelines (Australia, India, Israel, Japan, New Zealand, Saudi Arabia, Singapore, South
Korea, United Arab Emirates, UK, USA). As of October 2023, 31 countries have enacted Al legislation, while an

additional 13 countries are currently discussing and deliberating on Al laws.

Key findings

Little uncertainty

These key findings are supported by a large body of evidence and systematic analyses. There is little

uncertainty.

e Alresearch is characterised by a strong leadership of Al research activities and infrastructure
development by industry. This has implications for the practice of research itself.
e Alresearch and research using Al require large amounts of infrastructure. The largest Al

infrastructures are located outside Europe.

Some uncertainty

There is some evidence to support these key findings, but some uncertainty exists.
e Across the globe, the regulatory landscape around Al is highly dynamic. In Europe, the EU Al Act
aims to become the most comprehensive Al legislation in the world.

e Alresearch and the use of Al in research are highly impacted by the strong economic and

geopolitical interests in Al.
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Chapter 3. Opportunities and
benefits of Al in science

This chapter outlines currently available evidence on the uses of Al to support or enhance research work,
through applications of Al across the scientific process. The evidence was curated to include the most
relevant and successful uses of Al in science at this time and exclude controversial evidence that still needs
to be better understood and investigated. Finally, this chapter highlights that the advances in Al science and
technology will lead to further potential uses of Al in research, and that there are currently no

comprehensive evaluation studies about the impact of Al on the science system as a whole.

Al is increasingly used throughout science

The use of Al in science is not new. However, scientists everywhere are incorporating generative Al and
machine learning tools in their research due to increased accessibility. With tools to analyse large quantities
of text, code, images, and field-specific data, Al technologies facilitate the generation of new ideas,
knowledge, and solutions. For example, in the last three decades, the percentage of Al-related publications
has increased from less than 0.5% to 4% of all publications in health and life sciences, social sciences and
humanities; from less than 1% to 10% in the physical sciences. Meanwhile, 30% of computer science

publications were Al-related in 2022 (Hajkowicz et al, 2022).

The number of scientific projects incorporating Al is growing, with successful examples in protein
engineering, medical diagnostics, humanities and weather forecasting. AlphaFold, an Al tool developed by
DeepMind, predicts structures of thousands of proteins with more than 90% accuracy, tremendously
accelerating scientific productivity: it previously took years of study for a PhD student to explore the three-
dimensional structure formation of a single protein (Jumper et al, 2021). Recently, a new family of antibiotics

was found with the help of Al technologies, a significant advance in drug design (Wong et al, 2023).

Weather forecasts are becoming increasingly more accurate and reliable with Al. Multiple algorithms
forecast precise weather conditions in just a few minutes, as data-driven Al models surpass in speed and
accuracy physics simulation models that run on supercomputers, used until now almost exclusively by

weather agencies (Voosen, 2023).

In the humanities, Al helps historians to trace the history and heritage of smells over the past 400 years in
text and images (van Erp et al, 2023). Recent advances in deep learning have helped historians to pick out
patterns in large and complicated datasets of poorly handwritten documents or early print, early languages

and dialects, as shown by the ITHACA project for the case of ancient Greek inscriptions (Assael et al, 2022).
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In environmental, earth and agricultural sciences, a wide range of Al technologies, including machine
learning, neural networks, big data, robotics and image processing, exist to meet the modern demands of

urban and rural assessment, planning and smart practice including sustainability and climate change

mitigation (de Oliveira & de Souza e Silva, 2023; Lazzeretti et al, 2023; OCDE, 2023; Pavaloaia & Necula, 2023;
Qazi et al, 2022).

In biology, human limitations in areas such as data collection and integration have resulted in the field
splitting into highly specialised subdisciplines, while Al technologies have the potential to help researchers
integrate existing knowledge (Hassoun et al, 2022). Al can learn how to translate vast amounts of existing
data into accessible formats (Zhang et al, 2022). This would provide researchers with more complete and up-

to-date information on the problem they are investigating and increase the efficiency of research.

Beyond making discoveries, scientists are also incorporating Al tools in their academic duties supporting
literature search, summarisation, manuscript writing, and code development. For example, text-based

generative Al tools can help non-English-speaking researchers write papers with grammatical accuracy.

While Al transforms scientific research in numerous ways, its use is restricted in several aspects, such as

evaluating scientific literature to maintain academic integrity. For example, the European Research Council

warns that using Al in grant and peer-review assessments goes against good scientific and professional
conduct. According to its survey, 90% of European scientists agree on Al’s ability to accelerate the scientific
process, whereas the consensus is weak for Al-based publications and reviews (European Commission,
2023).

Al can accelerate scientific discovery and innovation

Automated idea generation from the literature

An overwhelming amount of research knowledge is available in text format. Literature-based discovery
processes use existing literature in the form of scientific papers, books, articles, and databases in an
automated or semi-automated manner to produce new knowledge. Using LLMs, researchers began mining
large databases of scientific publications (such as Scopus or Web of Science) to generate new hypotheses,
develop new research disciplines, and contextualise literature-based discovery (Henry & Mclnnes, 2017; Q.

Wang et al, 2023). Some specific examples of the use of Al in the production of new knowledge are:

e Semantic Scholar, developed by the Allen Institute for Al, is a free, Al-driven search and discovery

tool indexing over 200 million academic papers available to the global research community. The
algorithm extracts meaningful connections within papers to discover and understand research.
e Researchers in the materials science field used natural language processing to capture complex

concepts, such as the nature of the periodic table and the structure-property relationships in
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materials. Using such an approach, scientists are already recommending materials for functional
applications (Tshitoyan et al, 2019).

e Physicists developed a similar semantic network for quantum physics called SemNet using 750 000
scientific papers and knowledge from books and Wikipedia. An artificial neural network model then
predicted future research trends generating personalised, out-of-the-box ideas (Krenn & Zeilinger,
2020).

Speeding up simulations, facilitating Big Data analysis

Many research fields generate Big Data, where massive, complex, high-dimensional datasets are ready to be
analysed. Researchers can use Al and machine learning algorithms to identify patterns in the data and
develop new insights. Simulating physics and mathematical problems remains challenging for high-
dimensional data. Moreover, solving problems with complex physics is often expensive, requiring different
formulations with elaborate computer codes. Machine learning offers a promising alternative, where deep
neural networks trained on physical laws offer better accuracy and faster training (Karniadakis et al, 2021).

For example:

e Humanities researchers work on Heritage Image Databases and identify recurring patterns across a
vast collection of heterogeneous images to better understand cultural evolution across Europe.
With Al, art historians analyse and annotate images to identify common and subtle patterns among
images to derive new insights (Gefen et al, 2020).

e In material sciences and engineering, any material’s structure, property, and performance
information comes from atomic to macrostructure level, making it challenging to establish
connections between materials. Deep learning can be used to extract meaningful information from
unstructured data. By developing the Materials Genome Initiative, scientists have established a
large, open-source data repository that researchers use for finding linkages between materials
through deep learning algorithms (Choudhary et al, 2022).

e Quantum mechanics is an important field for developing better sensors and secure communication
channels, and for enhancing computational power. Performing experiments to understand the
foundations of quantum mechanics requires generating specific quantum states or efficiently
performing quantum tasks. For a long time, people designed these experiments. However,
automated computer algorithms and Al can create numerous experiments and predict putative
outcomes through simulations. Researchers developed new Al-based frameworks and discovered
highly-entangled quantum states, quantum measurement schemes, and quantum communication
protocols while optimising the properties of quantum experiments and states (Ruiz-Gonzalez et al,
2023).
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New ways of performing research and opening up new fields of research inquiry

Al and machine learning tools facilitate cross-disciplinary collaborations among diverse research fields
promoting new ways of doing research. This is true in almost all domains of modern science and is likely to

increase as the tools become more effective.

For example, Digital Humanities is a field that brings humanities scholars into conversation with computer
and data scientists (Ekpenyong, 2021). Humanities research largely relies on qualitative analysis. By
incorporating Big Data analytics using Al, humanities researchers incorporate quantitative measures to

diversify research areas and questions (Gefen et al, 2020).

Similarly, historians use machine learning tools to examine historical documents by analysing early prints,
handwritten documents, ancient languages and dialects (Donovan, 2023). For example, Time Machine
Europe is a project that aims to enliven Europe’s rich past with digital technologies to create a
comprehensive map of the European economic, social, cultural, and geographical evolution across time
(Kaplan & di Lenardo, 2017). By bringing cultural heritage and machine learning together to simulate large
data of the past, this digital humanities project addresses how Europeans lived in the past and what their

cultural values were.

Advanced experimental control

Physics experiments are often complex and large in scale. Therefore, physicists need to use algorithms to
precisely control their experiments. Reinforcement learning is one of the most effective machine learning
paradigms for control and sequential decision-making, deriving a control strategy that operatesin a
dynamic environment and makes beneficial decisions. Scientists are now incorporating Al systems that use

reinforcement learning to exert better control on their experiments.

Specific examples of the application of Al in advanced experimental systems include the tokamak plasma
control for nuclear fusion (Degrave et al, 2022), the control and manipulation of quantum systems (Reuer et

al, 2023), and the calibration of scaled-up experiments in quantum computers (Ares, 2021).

Discoveries from experimental data

In certain fields like astronomy and quantum physics, even a single experiment produces large amounts of
data that is difficult to analyse manually. Finding patterns in such data is like finding a needle in a haystack.
Al algorithms identify patterns in such data at scale with increased speed, allowing scientists to find never

seen before patterns and irregularities. Specific examples include:

e Machine learning facilitates Earth-like exoplanet characterisation in large astronomy datasets.
Researchers recently used a neural network model to detect exoplanets in noisy time series data

with a greater accuracy than other previously described methods (Pearson et al, 2017).
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e Scientists are training Al algorithms to explore subtle signals in the mega dataset from the Laser
Interferometer Gravitational-Wave Observatory to discover gravitational waves (Cuoco et al, 2021).

¢ Inlarge sequencing databases, such as the Human Genome Project, Al and machine learning
algorithms allow scientists to discover genetic alterations (Alharbi & Rashid, 2022), design new
modified organisms, and discover pathways for developing new therapies (Drew, 2023; Lewis,
2023).

e In solid-state chemistry, identifying novel functional materials enables technological developments
from clean energy to information processing. A neural network model discovered more than 2.2
million stable structures of inorganic crystals from agglomerated datasets encompassing
computational and experimental structures (Merchant et al, 2023).

¢ In high-energy physics, Al-based systems are being increasingly used to identify the most
interesting patterns for further analysis by physicists and other specialised algorithms (Calafiura et
al, 2022).

Al can help automate scientific workflows

Traditionally, researchers perform experiments manually and these are often labour-intensive. With
technological advancements, many experimental workflows can be automated using Al-based control. For

example:

e AlA-Labis an autonomous laboratory for the solid-state synthesis of inorganic powders that uses
computations, historical data from the literature, and machine learning to plan and interpret the
outcomes of experiments performed using robotics in synthesising novel materials (Szymanski et al,
2023).

e Coscientist is another example of an Al system driven by GPT-4 that autonomously designs, plans,
and performs complex experiments and accelerates research across several different tasks. Using
this tool, researchers successfully used robotic liquid handlers in biology and drug discovery

applications (Boiko et al, 2023).

Al can improve the dissemination of research outputs

A global survey on the role and future of Al in academic publishing was conducted in 2021 (Thomas,
Bhosale, Shukla & Kapadia, 2023). 212 universities in 54 countries generated 365 individual responses. Half of
the participants suggested Al would support plagiarism checks. About 40% of participants suggested that Al
could support language enhancement and over 30% of respondents suggested it could offer opportunities
for text analysis, text summarisation, and grammar checks. Finally, about 20% of participants also suggested

Al systems could support content extraction and creation, translation, and copyright checks.
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Only a few participants thought that Al systems would develop into bots that write manuscripts. Participants
in the survey seemed inclined to think Al can help automate repetitive tasks rather than replace scientists in
the activities of communication. However, they also raised concerns about Al systems, putting these
applications in perspective, such as lack of understanding of Al, infrastructure access and integration, access,

and dependence on Al experts (Thomas et al, 2023).

Al can also support the review process of scientific papers, as shown by the Al assistant of publishing house

Frontiers, which makes some background checks on the suitability of a paper before sending it out to

human reviewers.

Future perspectives for Al systems, new approaches and

techniques

Tapping into the full potential of Al in research is contingent on the continuing progress in the field and
equipping researchers with the knowledge and skills to use Al appropriately, recognising its strengths and
limitations. In a rapidly growing field that has the potential to affect all aspects of human lives, there is an
urgent need to determine Al’s limitations and risks. Developing Al research and technology by

understanding it in socio-technical contexts can enhance its validity as a tool.
There are several key areas in Al development for potentially enhancing its usefulness for research.

e Retrieval-augmented generation is proposed as a remedy for the shortcomings of current LLMs. The
tendency to ‘hallucinate’, i.e. to generate seemingly random and irrelevant responses, is a major
challenge. This generates misinformation without providing logical reasoning for the output.
Retrieval-augmented generation suggests connecting any LLM to external databases and other
symbolic engines, for additional data that the model can use to mitigate the generation of false
information (Y. Gao et al, 2023; Lewis et al, 2020; Li et al, 2022).

e The tremendous size of the most popular LLM is as much a weakness as a strength. The sheer
number of these models’ parameters makes them essentially inscrutable, and means that teaching
them new skills is very expensive. However, combining LLM with smaller, purpose-made models
promises to changing this. As an example, Bansal et al (2024) report improvements ranging from
13% to 40% in the performance of specific tasks after an LLM has been augmented with a smaller
model (Bansal et al, 2024).

e One approach attempts to treat a LLM as a building-block of a bigger structure with the aim of
eliminating LLM’s known imperfections and in the hopes of developing altogether new abilities,
such as enhanced reasoning, agency, and meta-cognition. Apart from the LLM itself, other elements
that may comprise such megastructures include multiple neural models, discrete knowledge and
reasoning modules, and external knowledge sources (Ahn et al, 2022; Karpas et al, 2022; Oliveira et
al, 2023).
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e LLMs can display causal reasoning abilities, but while they perform better than existing algorithms
on a pairwise causal discovery task and even counterfactual reasoning task, they also fail
unexpectedly (Kiciman et al, 2023). The HuggingFace Al collaboration platform has published a
specific dataset (Jin et al, 2024) to assess the causal inference performance of LLMs. More broadly,
work on causal representation learning looks to discover causal variables in low-level observational
data (Scholkopf et al, 2021).

e Systems such as Auto-GPT, which gained a lot of traction among the general public shortly after the
release of GPT4, may also significantly enlarge the domain of applicability of LLMs. In principle, it
should be possible to create a system that uses several LLMs, and then prompt them to interact
with each other and with the external world, toward a specific goal. If done correctly, carefully, and
responsibly, such a scheme would result in semi-autonomous digital entities, able to perform
complex tasks with relatively little direct human supervision. While the prospect is definitely
enticing and has managed to fire the imagination of many a techno-enthusiast, the current state of
the technology limits its broader applications (Firat & Kuleli, 2023).

e Neuro-symbolic Al is a promising area of research integrating the symbolic and the neural approach
to Al. Symbolic Al engines, based on the explicit representation and execution of the rules of logic,
have been dominant in Al until the advent of deep neural networks in the early 90s of the past
century, but nowadays the integration of generative Al models trained on symbolic engines is
producing remarkable results, such as AlphaGeometry, an Al algorithm able to demonstrate
Euclidean geometry problems approaching the performance of an average International
Mathematical Olympiad gold medallist (Trinh et al, 2024).

e  While language processing using LLMs is the most strongly transformative technology, computer

vision technologies using convolutional neural networks are also having a significant impact in

scientific fields. The development of multimodal LLMs such as GPT-4 and Gemini, which integrate
text, images, and other modalities of information, will likely lead to much more capable systems

with capacities that far exceed today’s publicly available LLM:s.

Key findings

Little uncertainty

These key findings are supported by a large body of evidence and systematic analyses. There is little

uncertainty.

e Alisincreasingly used throughout areas of research and throughout the research process.
e However, the applications and uptake of Al in research are unevenly distributed across scientific
domains. There are currently many examples that highlight the potential of Al to support the

research process, in particular in scientific domains relying on large amounts of data.
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High uncertainty

There is little evidence and no systematic analysis to support these key findings.

e We are missing comprehensive evaluation studies about the impact of Al on the science system as a
whole.

e Potential opportunities for Al uptake in qualitative and theoretical development research, in the

humanities and social sciences, may develop. No systematic evidence of those opportunities is

currently available.
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Progress in science often requires new technological innovation. With the increasing use of Al in the

scientific discovery process, scientists have begun to discuss the core issues raised by Al technologies.

To improve Al technology itself and promote its lawful and ethical use, developers and users must abide by
laws and clear guidelines to avoid issues related to bias, ethics, reproducibility, transparency, and
interpretability (H. Wang et al, 2023). These issues transcend scientific disciplines and require serious

attention from policymakers.

Limited reproducibility, interpretability and transparency

The “crisis’ of reproducibility

Although Al software is being embraced across scientific disciplines, this has led to the publication of
scientific research papers that fail to meet conventional standards of scientific validity. Accordingly, various
scientific commentators express concern that the takeup of Al is exacerbating an already-existing scientific
“reproducibility crisis” (Ball, 2023; Heaven, 2020; Hutson, 2018b).

Broadly understood, ‘reproducibility’ refers to the ability of independent researchers to achieve the same (or
similar) results as a previous study using the same (or similar) methods, thereby demonstrating the study’s
validity (CCA, 2022). Although there has been no systematic evaluation of error in scientific papers, a recent
editorial in Nature quotes several scientists who claim that “error-strewn Al papers are everywhere”, who
describe the problem as “widespread” in many communities beginning to adopt machine learning methods

due to “lack of rigour” in developing these models (Ball, 2023).

A number of studies have sought to investigate how problems of reproducibility arise. For example, a recent
survey of scientific papers (Kapoor & Narayanan, 2023) examined reproducibility in scientific papers, in which
aresearch finding was defined as reproducible if the code and data used to obtain the finding were available
and the data correctly analysed. They found that more than 300 published manuscripts were affected by
errors due to ‘data leakage’, referring to a spurious relationship between the independent variables and the
target variables that arises as an artefact of the data collection, sampling, or pre-processing strategy and
which usually leads to inflated estimates of model performance. Other reproducibility failures can arise
when machine learning methods are used, including lack of quality in the dataset, or inappropriate use of
metrics for evaluation, exacerbated by the lack of standard modelling and evaluation procedures, so that

reproducibility problems can arise even when standard datasets are used (Bender et al, 2021; Kapoor &
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Narayanan, 2023; Paullada et al, 2021). Without understanding the input data and iteration process in the Al
model, researchers cannot reproduce important discoveries (Lazzeretti et al, 2023; Mukhamediev et al, 2022;
Tapeh & Naser, 2023).

Further challenges arise from the use of Al in scientific research that affect the validity and epistemic
integrity of the resulting research findings, due to the need for cross-disciplinary knowledge and skills to
ensure that Al is employed in scientific research in a domain-appropriate, context-sensitive manner. As the
Council of Canadian Academies has observed, the use of Al in science is pushing disciplinary boundaries,
collaboration and coordination towards a “transdisciplinary future” (CCA, 2022). Leonelli's investigations and
analysis of the practice of scientific research using Big Data in science demonstrates that one size does not fit
all. Instead, she highlights the importance of discipline-specific, localised judgements involved in
conceptualising how data is understood as evidence for the purposes of scientific inquiry, including the
practices and workflows through which machine learning techniques are employed to transform data into
scientific findings (Leonelli, 2020). At the same time, notions of reproducibility may vary according to
discipline (Leonelli, 2018). So, for example, research in medicine, history and the social sciences adopts
observational methods rather than laboratory controlled-experiments, and thus rely on sensitive human
judgement rather than mechanical objectivity (Daston & Galison, 2007). Yet given the novelty of Al tools and
the rate at which they are advancing, there are grounds for concern that the kind of cross-disciplinary skill,
knowledge and sensitivity needed to employ Al in accordance with the demands of epistemically integrity

are currently lacking.

Compared with their industry counterparts, academic researchers have less access to large-scale human
feedback, reinforcement learning, and human plausibility to test for Al safety, ethics, and social bias at scale
(Casper et al, 2023). For example, in the natural language processing field, researchers typically benchmark
their results through human feedback. However, many academics validate their results using ChatGPT,
making the benchmarking process obscure while relying on commercial services to advance their work
(Saphra et al, 2023). Further, such reliance on Al models to execute other Al tools contributes to

reproducibility issues that can affect all domains where Al is used (Lee et al, 2023; Rogers et al, 2023).

The problem of opacity

One main concern with many modern Al methods is opacity. Lack of transparency makes it challenging to
interpret results generated by Al algorithms. While Al allows scientists to identify new patterns and extract
new insights, it is challenging to verify the accuracy and validity of many new Al-derived concepts (Cranmer
et al, 2020; Iten et al, 2020; Krenn et al, 2021; Liu & Tegmark, 2022). The lack of transparency in how Al
algorithms operate also contributes to challenges for reproducibility. This is further compounded when
putting Al models into practice. Interviews with over 50 Al practitioners indicate that many experience “data
cascades”, where data issues propagate through Al systems causing negative results in domains ranging

from wildlife conservation to public safety and health (Sambasivan et al, 2021).

There is a stark contrast between the Al research coming from publicly funded academic institutions and for-

profit, private tech giants such as Google, Meta, and Microsoft. For example, in the UK, a huge share (70%) of
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leading publications on Al are generated solely by DeepMind (European Commission, Arranz, et al, 2023).
This distributional inequality can compound the problem of opacity, due to commercially-created opacity
that arises from the assertion of IP rights over research produced by commercial firms rather than making

their findings and methods openly and publicly available.

Poor performance

Due to poor data quality

Building an Al model requires input data to train the system. Poor quality data can generate bad models.
Some of the main data quality issues include (Duan et al, 2022; Gill et al, 2022; Hassoun et al, 2022; Kumar et
al, 2023; OCDE, 2023; Pavaloaia & Necula, 2023):

e accuracy of data
e faulty labelling
e accessibility of all the data

e data interoperability in different tasks

Researchers demand quality checks for data and results. Further, bias in datasets perpetuate existing data
biases such as gender-based prejudices, making models trained on those datasets harmful for society. For
example, many Al models that select candidates or recommend jobs mirror existing pay disparities between

men and women (Bied et al, 2023; Gallegos et al, 2023).

In addition to the input data and output quality check, personal data protection issues may arise depending
on the domain of application, especially in health and medicine. Tools supporting medical sciences require
enormous amounts of high-quality input data that must comply with current standards, such as HL7 Fast
Healthcare Interoperability Resources. Further, Al requires vast volumes of training data, leading to concerns

about how data is collected and handled (Mukhamediev et al, 2022; Pavaloaia & Necula, 2023).

Due to failure to update the model

As data is dynamic, many Al tools must be retrained periodically. Tools trained a few years ago might quickly
become obsolete if not retrained. The rate of error of Al tools inevitably increases in time, so their value will
also decrease over time if they are not periodically retrained (Valavi et al, 2022). As yet, researchers are
unclear about how well LLMs perform on real-world data because they cannot provide the evaluation data

at a fast enough rate (Villalobos et al, 2022).
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Due to differences between training data and real world population

For Al to be broadly applicable without artificially-created, unintended bias, the training data must
incorporate real world population data and reflect real world scenarios as much as possible®. The rapid
spread of Al technologies is generating growing concerns about data quality and privacy. Al relies on
existing data for training and the quality and representativeness of such data determines how well the
technology is able to operate (Lazzeretti et al, 2023; Mukhamediev et al, 2022). For example, individual

biases from clinicians may be transferred onto an Al diagnostic tool (Kumar et al, 2023).

Depending on the data quality, correlation-based models can be very weak, making the results
untrustworthy (Bied et al, 2023). Moreover, the success of using Al in survey work in social sciences depends
on algorithmic fidelity of the trained data. Al-assisted research will depend on Al being able to accurately
mirror the perspectives of diverse demographic groups. For now, pretrained models are known to capture

sociocultural biases present in society (Bircan & Salah, 2022).

Similarly, Al can further create more bias for a specific group of people. For example, every disability is
unique and may pose challenges for algorithms. As a result, algorithms may discriminate against individuals
with facial differences or asymmetry, different gestures, gesticulation, speech impairment, different
communication styles or used assistive devices. The most affected group — people with disabilities, cognitive
and sensory impairments, or autism spectrum disorders — can be excluded and unfairly discriminated
against® (Goggin & Soldati¢, 2022; Packin, 2021; Welker, 2023a, 2023b; Whittaker et al, 2019).

Due to inadequate knowledge and training

Ethics and legal requirements (lawful and ethical data governance)

Researchers will need to establish skills in, and guidelines for, the ethical use of LLMs and other Al based
systems in research, addressing concerns related to data privacy, algorithmic fairness, replicability and the
potential misuse of LLM-generated findings (Grossmann et al, 2023) and computer vision applications
(Fabbrizzi et al, 2022). While there is a consensus among researchers on the immediate need for ethical

guidelines, their ongoing absence may already be creating legal and ethical problems.

Cross-disciplinary expertise

Typically, every academic group drives its research on a limited set of questions fairly independently. With
burgeoning growth in LLM service providers, there is a major identity crisis in the natural language
processing field (Duan et al, 2022). For example, LLM growth follows Moore’s Law, where the field moved
from 1 billion models to 500 billion models with increasing performance in the last two years. While this

allows researchers to solve a large number of natural language processing tasks, they need to reckon with

® However, real world population data may also reflect bias that is historically entrenched in social structures.

¢ https://www.psu.edu/news/information-sciences-and-technology/story/trained-ai-models-exhibit-learned-disability-bias-ist/ and
https://www.psu.edu/news/information-sciences-and-technology/story/ai-language-models-show-bias-against-people-disabilities/
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what kind of research questions the Al academics should focus on (Ignat et al, 2023; Li et al, 2023; Saphra et
al, 2023; Togelius & Yannakakis, 2023).

Access to digital infrastructure and the capacity of individual infrastructure varies significantly, resulting in
needs-based variation across individual disciplines and fields of scientific inquiry, indicating that support
may be best targeted based on specific needs. A particular problem area is technical infrastructure for the
arts and humanities. Humanities researchers often lacked quantitative or digital skills, whereas researchers
with technical skills often lack awareness of ethical risks of Al. Therefore, interdisciplinary cooperation that
cuts across traditional disciplinary boundaries in both public and private sectors offers a way forward to
develop better Al, but proper training in the sensitivities and challenges of good quality cross-disciplinary

research is required (Procter et al, 2020).

Fundamental rights protection and ethical concerns

Inequality, unjustified bias & unfair discrimination

Social-cultural bias reflected in underlying datasets

Some of the main areas of socioeconomic outcomes where Al fairness may cause concerns include housing,
hiring, educational opportunities, and the court system (Mehrabi et al, 2019; Morse et al, 2022). Implicit bias
is another complication where the current pipelines of training sets and their creation are influencing
research findings and citation practices. If Al is trained on data reflecting white male, Western perspectives,
one of its clear dangers is strengthening and reinforcing systematic discrimination against women and the

hegemony of Western science while undermining work from the academics in the Global South.

Despite Al's promise to optimise and expedite research processes, there are a number of issues with its
implementation. One of the most important challenges to consider is the transfer of existing biases onto
automation tools. If the data used to train Al algorithms are biased - for instance, in how they were collected
or curated - then Al will continue to promote those biases (Chubb et al, 2022; Lund et al, 2023). This might
include, for instance, racism, misogyny, and ableism, subtly perpetuating discriminatory attitudes through
microaggressions, dehumanisation, and sociopolitical framing within language and decision-making
(Bender et al, 2021)

New forms of ‘machine bias’

Machine learning could introduce new kinds of bias or outright falsifications into the historical record
(Donovan, 2023). For example, machine vision systems may be inherently biased because they not only rely
on biased datasets but their way of representing the visual world gives rise to a new class of bias called
perceptual bias (Offert & Bell, 2021). Generative Al can essentially make it easy to create such content,

inadvertently reinforcing existing biases and stifling promotion of diversity. Moreover, the lack of
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transparency and black box nature of Al systems, the decision-making process can introduce bias and

obscurity, eroding trust in scientific findings (Flanagin et al, 2023)

Inequality between well funded and poorly funded research

There is an expanding gap between entrenched, visible, popular research endorsed by rich sponsors, and
marginalised, invisible, unpopular research which however is crucial to addressing global challenges.
Technologies continue to be used as proxy for the quality control of data, where they amplify already
popular research lines and exacerbate lack of confidence by low-resourced researchers or with those with
lower skills (Leonelli, 2023b).

Studying human subjects using Al is also potentially problematic, with potential for bias and discrimination.
Participants need to be aware of such risks. The support of Al to research ethics reviewers is also challenging,

since Al systems show limited abilities for ethical and moral positioning (Pournaras, 2023).

Data privacy

Privacy and ethical concerns are at the forefront of risks of Al technology. For example, in healthcare, since
data is privacy-sensitive, few public datasets are available and they are often used in research, resulting in
the overfitting of models to specific datasets, which can hinder their generalisability (McDermott et al, 2021).

On the other hand, many Al systems use copyrighted data without proper consent or respecting IP rights.

Datasets flagged due to personal (e.g., biometric) information infringement may resurface through

backchannels or derivative versions and be used to train Al months later (Paullada et al, 2021).

Challenges in advancing Al in science

Most Al researchers have limited access to the available computing power. With a few paid services
monopolising LLMs, academics will depend on them while losing infrastructure control at scale (Lee et al,
2023). There are several reasons for academics falling behind industry in making advances in Al science. First,
academia does not have scalable pipelines as the industry does to process large datasets required to build,
train, and implement state-of-the-art Al models. The problem is exacerbated by private companies selling

computational and engineering resources as a paid service (Ahmed et al, 2023; Lee et al, 2023).

Al model development, training, testing, and deployment have enormous computational and energy
consumption costs. GPUs perform heavy computations at high speed; however, to build Al at scale, the
number of required GPUs is very large. Therefore, all the stakeholders have a responsibility to sensibly
evaluate the carbon footprint and other environmental impacts associated with the use of Al (Tamburrini,
2022). In addition to assessing carbon footprints, the environmental and societal costs of Al are so far unclear
(Ligozat et al, 2022). Researchers ought to foster better practices of raw material capturing, efficient and
inclusive Al systems (Schwartz et al, 2020), and sustainable practices (Jagannadharao et al, 2023; Kaack et al,
2022; OCDE, 2022).
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Other ethical concerns

Experts advocate that more attention is needed to boost the uptake of Al technologies in a manner that
respects human rights and values and earns public trust (European Commission, Arranz, et al, 2023).
Improving understanding of this technology at every stakeholder level is particularly critical to achieving
this. For example, a recent trend in surveys and crowdsourcing evaluations indicates that they are unusable
because crowdsourcing workers often use ChatGPT to create summaries rather than writing them

themselves, and they therefore fail to qualify as human evaluation (Veselovsky et al, 2023).

Another critical overview highlights some of the ethical dilemmas posed by generative Al and language
models for knowledge, epistemology and research practice. It identifies risks of copyright infringement,
deskilling of researchers in writing, research conduct, security, misinformation, and data quality (Pournaras,
2023). Within research design, developing a research hypothesis or research question, generative Al can be
used, either as a research instrument or as a research subject, along with human subjects. Inappropriate
reliance on these kinds of tools by researchers may result in a loss of critical thinking skills and confirmation
bias, along with diminished accountability and transparency. Al can also diminish skills and competencies if
the researchers overly rely on them for all aspects of their academic work, including data analysis, literary
review writing, research assessment, etc. and other research skills. These trends give rise to fears of large-
scale loss of human competences in specific fields as Al systems take over and fully replace humans in tasks.
Researchers in medicine, law, chemistry, and many other fields are raising alarms of these possibilities if Al

systems are extensively used to replace humans in these fields (Chiang, 2000).

Misuse and unintended harms - Misinformation and poor

quality information

Predatory journals and fraudulent papers

Predatory publishing is already a challenge in scholarly communication because predatory journals or ‘paper
mills’ create fraudulent content. Generative Al can essentially make it easy to create such content,
inadvertently reinforcing existing biases and stifling promotion of diversity and making the fight even more

difficult against paper mills that churn out fake research (Liverpool, 2023).

Proliferation of low-quality outputs

An increase in the number of irrelevant, low-quality papers is difficult to control as articles are becoming
easier to produce. This puts a strain on the peer review process, where researchers simply cannot validate all
the studies that are published (Park et al, 2023). Furthermore, the lack of transparency and black box nature
of Al systems affects decision-making in scholarly communication and peer-review process by introducing
bias and obscurity, eroding trust in scientific findings (Flanagin et al, 2023). For example, an OECD series on

Al points out that humans are becoming less capable of differentiating Al from human-generated content,
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thereby increasing risks of mis- and dis-information (Lorenz et al, 2023). There is a proliferation of scientific
misinformation, as true, untrue, and fabricated data becomes more difficult to distinguish (C. A. Gao et al,
2023).

While Al is somewhat useful in enhancing the English readability of scientific papers, it is unreliable in
assessing rigour, novelty, and impact of research papers. Evaluating these key attributes still requires expert
human review. A recent study tested the potential of Al in peer review by evaluating a large number of
conference papers using an Al model (Checco et al, 2021). Researchers showed that it has the potential to
accelerate the peer review process by automating certain tasks such as plagiarism checks, manuscript
formatting, quality control for fraudulent and erroneous data, testing the validity of statistical tests, and
many more. However, Al cannot assess the novelty and validity of research findings better than researchers
who are experts in their fields. Moreover, Al can introduce machine bias by focusing on authors instead of

the content.

There are efforts to train Al in certain peer-review tasks to augment the process without relying on human
quality checks. For example, a partial or complete automation of some publishing-related tasks, such as
suggesting appropriate journals for an article, providing quality control for submitted papers, finding
reviewers for submitted papers or grant proposals, reviewing, and review evaluation can be done by Al. In
one case study (Kousha & Thelwall, 2023), researchers used provisional peer review scores for thousands of
articles in different research areas submitted to the UK Research Excellence Framework and trained Al
models to evaluate research quality using the available peer review scores. This is the only large-scale study
using Al to predict research quality scores for journal articles. Each research output was scored on a four-
point scale given by field-specific experts. The results were then used to assign £16 billion of research
funding. Scientists who scored less than 3 points were not given any funds. Researchers predicted individual
paper’s quality rating with Al using paper and journal citation rates, title text, keywords, and other
quantifying measures. The researchers found that in arts, humanities, and social sciences papers, Al results
underperformed with results similar to random guesswork. In natural health sciences, biological sciences,
and economics, Al performed well but never showed more than 75% accuracy, which counts as poor ranking
in many research areas. These results indicate that Al is not accurate in assessing research quality. According
to many experts, it is almost impossible to have an accurate Al system because human reviewers have

lifetime expertise in their research. In that regard, Al has shallower knowledge (Thelwall et al, 2023).

Automation is useful for helping to find reviewers and it can sometimes help with initial quality control of
submitted manuscripts. However, the value of Al to support reviewing has not been clearly demonstrated.
While peer review text and scores can theoretically have value for research assessment exercises, it is not yet
widely enough available to be a practical evidence source for systematic automation (Kousha & Thelwall,
2023).

Plagiarism and research misconduct

The emergence of readily available and usable Al tools has provoked discussions about what students learn

and how they can falsify information (Offert & Bell, 2021). Al tools should not be used without careful
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oversight from knowledgeable human researchers. For example, ChatGPT has been criticised for reporting
factual inaccuracies, having weaknesses in the logical flow of its arguments, being uncritical in its selection
of and elaboration on data, and lacking originality (Dwivedi et al, 2023). When researchers asked ChatGPT to
produce a conference abstract, it created a well-written abstract while following given instructions; however,
one of the references was completely made-up (Babl & Babl, 2023). Such gross oversight leads to spread of
misinformation where the content generation process is not checked and validated for accuracy and

epistemic validity.

Al's ability to synthesise and rephrase existing content makes it easy to plagiarise anything. Al can cause
copyright and IP infringement by using text and images from research papers that are copyrighted.
Therefore, Al lowers the bar on the required scientific quality of the original work and increases the risk of
plagiarism (Elali & Rachid, 2023). In the third version of the Al Act by the European Parliament, Al providers
are only required to document and disclose summary of the training data that is protected by copyright but
these summaries are not enough to identify all the resources, papers, and outputs processed, making it

challenging to assess copyright and patent protection (D. C. European Commission et al, 2020).

Societal concerns

Unfair appropriation of scientific knowledge

In addition to losing control over human-led benchmarking, Al researchers are also seeing a dramatic
decrease in collaborative public datasets. For example, as the popularity of commercial LLMs like ChatGPT
rises, contributions to public platforms like Wikipedia, Stack Overflow, etc. continues to decline (del Rio-
Chanona et al, 2023).

There is also a problem called ‘code capture’, where computer code in public platforms are monetised.
Numerous people contribute to public and private projects on a daily basis, and share their code freely with
the community on GitHub. GitHub contributions typically come from people interested in a project, and
programmers working for private companies on specific projects. Because many projects belong to Big Tech,
free labour from non-employee contributors can be monetised by turning their work into complementary
services (Rikap & Lundvall, 2022):

Top projects on GitHub Big Tech contributors Total contributors to Code capture =
by 2018/2019 on GitHub (i) these projects (ii) (ii-i)/ii
Microsoft vs code 7700 19000 59%

Facebook react-native 1700 10000 83%

Google Tensorflow 5500 9300 41%

Meanwhile, US Big Tech has adopted strategies to profit from Al and dominate the Al innovation frontier. In
these strategies, knowledge inflows from academia are maximised, while minimising outflows through

secrecy (Rikap, 2023c). Healthy competition can incentivise better products and thus lead to innovation; but
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instead of co-existing, co-evolving and co-producing innovation, firms are developing intellectual
monopolies (Rikap, 2023b). Another way to control innovation is the increasing cloud service provider
market share held by Amazon, Meta and Google in private, academic, and startup sectors (Rikap, 2023b,
2023c¢).

Violations of copyright

Al models are trained on vast quantities of published material, much of which falls under copyright
protection. There is an ongoing debate about establishing ownership of Al-generated content. One
argument suggests that the use of copyrighted works as training sets for Al does not interfere with
copyright, and therefore it should be considered as ‘fair use’ or ‘fair dealing’. On the other hand, many argue
against this view. There is no international standard and little consensus globally on how or whether to

extend copyright protection for Al-generated works (Rallabhandi, 2023).

The lack of standardised international guidelines for attribution of copyright authorship in Al-generated
works has implications for literary and artistic works such as music, articles, and artwork. Such creative
projects without human authors or creators can be regarded as free of copyright and placed in the public
domain to be used freely by anyone (Rallabhandi, 2023). However, many argue against the value of such

work that was not created by a human. With ongoing court proceedings on copyright violations by Al-

generated material, this issue will require academic, legal, ethical, and stakeholder debate and consultation

to satisfactorily resolve.

Security threats

Manipulation and misinformation at scale

Al's capability to generate fake information at scale including counterfeit representations of people poses a
threat to humanity. Mass armies of automated bots can tip the fragile balance between information and

disinformation and can also be weaponised to manipulate, control, and disrupt societies, for political or

economic gain.

Al chatbots are becoming increasingly sophisticated, and there are challenges and opportunities in
detecting them to mitigate the harmful effects of Al-generated conversations and behaviours (Ferrara,
2023). For example, Italian QAnon supporters designed and maintained an “infrastructure of disinformation”
spanning multiple social media platforms, messaging apps, online forums, alternative media channels, and
content creation platforms. Researchers found that the longer platforms remain functional, the harder it is to
eradicate infrastructures: they become more sophisticated over time, get more traction, and develop a

critical mass of loyal followers (Pasquetto, Olivieri, et al, 2022).

Researchers are devising new strategies to combat chatbot misinformation generated using LLMs (Chen &
Shu, 2023). For example, researchers leveraged social ties among groups to maximise the re-sharing of

debunking messages, such as those accessed by WhatsApp users. They found that debunking messages
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received in the format of audio files generated more interest and were more effective in correcting beliefs
than text-based or image-based messages. In addition, they found that users re-share debunking messages

at higher rates when they receive them from people close to them (Pasquetto, Jahani, et al, 2022).

Another major security threat comes from impersonation and fraudulent digital content generation through
personal information. Deepfakes and voice cloning are such state-of-the-art forgeries that most people
cannot distinguish them whether they are human-generated or machine-generated (Frank et al, 2023). Bad

actors can use deepfake technology to [generate non-consensual pornography.” Al voice scams are

reportedly increasing; in a worldwide survey, 70% of people said they could not confidently tell the

difference between a cloned voice and the real one.

In high-quality, natural language text output generation, researchers have developed a model to effectively
preserve text utility at large scale. Using watermarks, they can decode the model while hiding its presence

from adversaries. The model is also robust against a range of attacks (Abdelnabi & Fritz, 2020; Kirchenbauer
et al, 2023). Similarly, model inventors are advised to fingerprint their models carried by generated samples

that can be faithfully detected and attributed to the source (Yu et al, 2020).

However, LLMs protected by watermarking can still be vulnerable against attacks because humans can insert
hidden LLM text signatures. With malicious intent, someone can add Al-generated text to human-generated
text, causing the text to be misidentified as Al-generated, potentially damaging the author’s reputation.
Therefore, the Al developer community needs an open and honest conversation on using Al-generated text

ethically and reliably (Sankar Sadasivan et al, 2023).

Bio-weapon development

With rapid developments in the use of Al in life sciences for automation and robotics, scientists are
developing new biological materials and engineering new living systems and organisms. While most of
these applications truly benefit humans by creating vaccines, biotherapeutics, and carbon-capturing
microbes, the use of Al could also accidentally or deliberately cause significant harm. Given the threat of a
global biological catastrophe, government, biologists, industry leaders and biosecurity experts must

proactively identify emerging risks and develop strategies to prevent such threats (Carter et al, 2023).

Many viruses and biological agents, such as mousepox, H5SN1, and botulinum toxins, already carry hazardous
biological elements that can be further enhanced with easy access to recombinant DNA technology (Lewis
et al, 2019). Al technologies can potentially inform the creation of deadlier and more virulent agents (Dybul
et al, 2023). Therefore, regulators such as the EU and the US-FDA have proposed regulations for Al
developers and deployers, requiring oversight and checkmarks at every stage of Al model development in

life science applications (Ada Lovelace Institute, 2023b).

7 https://www.wired.com/story/deepfake-porn-is-out-of-control and https://www.bbc.com/news/world-europe-66877718

53


https://www.mcafee.com/blogs/privacy-identity-protection/artificial-imposters-cybercriminals-turn-to-ai-voice-cloning-for-a-new-breed-of-scam/
https://www.wired.com/story/deepfake-porn-is-out-of-control
https://www.bbc.com/news/world-europe-66877718

Chapter 4. Challenges and risks of Al in science

Cybersecurity, fraud, hacking

Because LLMs and Al are trained on massive codebases for code generation, they lack an inherent awareness
of security, and frequently produce unsafe code with bugs and vulnerabilities (He & Vechev, 2023).
Researchers have also successfully used popular Al algorithms to create objectionable material (Zou et al,
2023).

Al tools such as ChatGPT pose cybersecurity threats, such as introducing malware. Traditional security
solutions leverage multi-layer, data intelligence systems to tackle threats; however, sophisticated and
automated systems could prevent these systems from working. Things can get even worse if Al-generated

polymorphic malware becomes available to bad actors. Moreover, many ChatGPT users report creating

ransomware with the tool with moderate success, suggesting Al will get better at creating such dangerous

cybersecurity threats with ease in future. Further, researchers developed advanced phishing attacks and
automated their large-scale deployment with ChatGPT (Begou et al, 2023). Al tools such as WormGPT are

used by cybercriminals for malicious activities.

In response to emerging threats in cybersecurity, researchers created new Al tools to address security
concerns with ChatGPT. Penetration testing is a crucial industrial practice to ensure system security.
PentestGPT is an LLM-powered automatic penetration testing tool that leverages the abundant domain
knowledge present in LLMs. It not only outperforms LLMs in task completion, but also proves effective in
tackling real-world penetration testing challenges (Deng et al, 2023). Another tool, BurpGPT, enhances

precision and efficiency of application security testing.

To counteract these malicious uses of Al, researchers are creating new models to find problematic prompts.
For example, Prompting4Debugging is a debugging tool that automatically finds problematic prompts and
tests the reliability of a deployed safety mechanism (Chin et al, 2023). Generative adversarial networks are
successful at generating photorealistic images, and researchers are analysing the model’s footprints to

detect fake images generated by it (Yu et al, 2018). Similarly, Intel's real-time deepfake detector analyses

video pixel qualities to give results in milliseconds with 96% accuracy.

Military Al applications

Al's applications are numerous in all areas. There are growing concerns about its use in military applications,
potentially changing modern warfare. In addition to ethical and humanitarian risks, the major concerns are
centred around the reliability, fragility, and security of Al systems. With biased or otherwise manipulated
strategic intelligence, the possibility is undeniable that Al will increase the likelihood of war, escalate

ongoing conflicts, and proliferate to malicious actors.

Despite ongoing United Nations discussions, an international ban or other regulation on military Al is
unlikely. Broader consensus on the vital importance of human accountability in the use of weaponry for
military applications is vital. Policymakers must mandate human involvement across the entire life cycle of

each military Al system, including the development, regulation, and deployment. In addition, stakeholder
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consultation based on mutual agreement for risk-reduction must be prioritised for the general public, hostile

nations, and other states and non-state actors attempting to develop military Al (Morgan et al, 2020).

Because of the dangers of military Al, scientists have a great responsibility to facilitate discussions regarding

the appropriate use of science. Researchers must engage with the general public to address societal issues

and concerns and be vigilant in decision-making about preserving democratic values (Bird, 2014).

Key findings

Little uncertainty

These key findings are supported by a large body of evidence and systematic analyses. There is little

uncertainty.

e State-of-the-art Al models and systems lack transparency, and commercially-created opacity adds
complexity in reaching transparent and reproducible results and creates dependency for academics
on industry-provided models and services.

e Many current Al models perform poorly because poor data was used to train them. This is due to
low input data quality, failure to update the model, and inherent differences between training data
and real-world population.

e Potential opportunities may develop for Al uptake in qualitative and theoretical development
research, in the humanities and social sciences. No systematic evidence of those opportunities is
currently available.

e Social-cultural bias reflected in underlying datasets are also reflected in the Al systems outputs.
Additional new forms of ‘machine bias’ stemming from the system itself have also been observed.

e Popular and lucrative sciences and the researchers working on them tend to benefit from more
funding, thus casting aside other crucial research. Additionally, deep inequalities exist in funding
and access to infrastructure between industry, leading Al research efforts, and public research.

e Altools are not yet able to reliably perform peer reviews or assess research grants. However, these
tools are adding to the strain of the scientific publication system through the generation of
automated misinformation and their potential to be used to create paper mills or predatory
journals.

e Al Big Tech companies have adopted strategies to profit from Al and dominate the Al innovation
frontier. In these strategies, knowledge inflows from academia are maximised while minimising

outflows through secrecy.

Some uncertainty

There is some evidence to support these key findings, but some uncertainty exists.
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e Current research on Al has shown its potential to lead to manipulation and misinformation at scale,
bio-weapon development, cybersecurity, fraud, hacking, deepfake, and military Al applications.
Researchers developing Al systems are aware and somewhat monitoring these threats, but

currently lack guidelines on regulations and governance.
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As demonstrated by the evidence presented in Chapter 3, Al is being taken up increasingly across many
areas of research and applications within the research process. There are still many challenges and risks that

come with the use of Al in research, as emphasised in Chapter 4.

In this chapter, based on current knowledge of the applications of Al in research and its limitations, we
address the impact and requirements of Al on the education and careers of the scientists and researchers of
today and tomorrow, including the relevant skills, competencies and tools, and the impact on the research

workforce.

Al impact on research jobs and careers

Academic research careers under pressure

In order to implement Al in research careers appropriately, there is first a need to consider the present
challenges in research careers. There is currently a high level of perceived mental wellbeing problems in
research professions: 32%-42% of academic employees are at risk of developing common psychiatric
disorders (Levecque et al, 2017), with still very low awareness of these issues (Guthrie et al, 2017; Kismihok et

al, 2019; Mattijssen et al, 2020).
These issues stem from working conditions which include:

e Unattractive career prospects: There has been a continuous decline in the number of permanent
academic positions per researcher at universities, and increasing dependency of researchers on
short-term, third-party funding (Glausiusz, 2019). In 2018, 70% of doctoral candidates, postdocs,
and tenure track researchers had to seek employment outside of academia (Woolston, 2018). In
addition, when opportunities to stay in academia do arise, they are often coupled with significant
job insecurity due to short fixed-term contracts (Kismihoék et al, 2019).

¢ Limited funding opportunities: Conducting meaningful research is expensive both in terms of

time and resources. At the same time, competition for research funding and resources is increasing
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(Kismihék et al, 2019). While funding systems are moving away from core basic funding for research
institutions to allocation via competitive mechanisms, researchers are facing funding variability
over time, stagnation in funding, and future uncertainty leading to a demand for flexibility in
staffing and less permanent positions (OCDE, 2021). The success rate of funding for research grant

proposals for Horizon Europe in 2022 was 15.9%. The European Commission reports that 77.1% of

high-quality proposals do not receive funding.

e Highly demanding (but not rewarding) diversification of skills: Competition for funds puts a
premium on researchers who can demonstrate high performance against easily measured
indicators, such as citations for publications, and ability to attract research funds (OCDE, 2021).
However, researchers are also expected to be adaptive and capable communicators, experts in
research and (open) data management, effective networkers, able to manage stressful situations in
their research, and at the same time remain open, innovative, and constantly mobile. Academics call

for more emphasis on transferable skills training and recognition (Kismihok et al, 2019).

Internal conflicts, work-life balance and financial problems in some regions further compound the
challenges (Kismihdk, 2021).

Against this backdrop, a Declaration on Sustainable Researcher Careers was published in 2019, calling on
research institutions, funding bodies and governments to ensure sustainable researcher careers (Kismihok et
al, 2019). The Researcher Mental Health Manifesto (2021) also contains evidence of these issues, as does
further research (Kismihok et al, 2022).

These challenges must be seriously considered while developing the uptake of Al in scientific processes. Al
tools influence the research process, from ideation to publication, and researchers need to adapt to this new

work environment to remain competitive.

Al could support rather than replace researchers

A large number of reports address issues around the impact of technology, including Al, on work and the
workforce. The evidence specifically on researchers and scientists is much smaller, and potential effects of Al

technologies on the research job market are not yet well understood.

Al has made most progress in its ability to perform non-routine, cognitive tasks such as ordering information
and memorisation, mostly impacting on high-skilled occupations. The OECD employment outlook (OECD,
20230 emphasises that we should not be led by “technological determinism” where technology shapes

social and cultural changes, but rather we should ask what Al can do for us.

Kabashkin et al (2023) proposed a rethinking of the university model in the context of the emergence of Al.
They suggest that, in the era of Al, human competencies that cannot be replaced by Al, or those necessary to
develop and apply Al, will grow in importance. A recent structured systematic review investigating how
automation technologies affect employment suggests that science and academia are occupations with a

low probability of full automation, because they involve non-routine work activities and require specialised
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knowledge, analytic thinking, creativity, and imagination (Filippi et al, 2023). It is suggested that about 40%
of knowledge workers' time is spent on activities that bring little personal satisfaction and could be
delegated to others, and Al could potentially take over such activities (Wade in Dwivedi et al, 2023).
Therefore, some argue that Al technologies can free researchers’ time to focus on activities that cannot be
delegated to computers, while relieving them of repetitive and menial tasks (Laumer in Dwivedi et al, 2023;
Jardim et al, 2022; Rahman & Watanobe, 2023).

For example, in the future these may include Al writing code for statistical analysis; analysing and classifying
large amounts of data; simulating and testing complex procedures; and assisting in writing and formatting
manuscripts for submission (Burger et al, 2023; Esplugas, 2023). Al could also potentially conduct systematic
reviews, and Al tools have been used to facilitate processes such as screening records, classifying studies,
and assessing risk of bias, thus reducing the time needed to produce a review and decrease costs (Jardim et
al, 2022). However, these potential applications in which Al relieves researchers of menial tasks should be

put in context of the challenges and risks associated with the use of Al in research, as presented in Chapter 4.

A study of an international news database spanning 956 articles from 122 newspapers published in 2020
suggests that, in research and development, Al is primarily being used to enhance human work rather than
to replace humans, thus transforming job roles and skill requirements, but not necessarily endangering a

large number of jobs (Johnson et al, 2022).

Public-private partnerships in Al impact researcher careers

On the one hand, a UNESCO conference report on Al and education, Planning education in the Al era: Lead the
leap (2019) identifies areas of opportunity where public-private partnerships could impact the progress of
using Al in education, including cloud infrastructure, data storage, computational resources, apps, services,
development and licensing, hardware and in-school devices, infrastructure, communication and access,
operations, security, maintenance and cybersecurity protection; expertise, evaluation, usage training and
efficacy measurements; and Al education support such as courses, resources, competitions and incentives
for learning about Al. An open-source platform could be established to which all can contribute, to help
leverage open resources, translation, and adaptation to local contexts. Al algorithms would also be shared
(UNESCO, 2019).

On the other hand, a study of the career paths of Al researchers highlighted the interplay between academic
and industry research in the field and presented evidence regarding a potential brain-drain from the public
sector. The researchers demonstrated that the increasing involvement of the private sector in research of Al
and research using Al coincided with a noticeable migration of researchers from academia to industry,
particularly within technology companies like Google, Microsoft, and Facebook. Survival analysis indicated
that researchers working with deep learning techniques, driving recent advances in Al systems, had a
significantly higher likelihood of transitioning to the industry. This finding supports the idea that the private
sector is actively building capabilities in state-of-the-art Al systems, raising concerns about the ability of
‘public interest’ deep learning research to keep pace, especially since industry tends to attract influential and

high-impact researchers (Jurowetzki et al, 2021).
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Public private partnerships also lead to unbalanced recognition of the work from the academic researchers

(see Unfair appropriation of scientific knowledge).

Facilitating human-machine collaboration and co-creativity

Al can play an important role in facilitating human-machine collaboration, while helping with the execution
of tedious tasks (Lane & Saint-Martin, 2021).

A report by ESIR (2023) highlights that the approach of “Industry 5.0” puts a stronger emphasis on “good
jobs”, meaning a human-centric, resilient and sustainable approach to transformation. This involves paying
due attention to human-machine cooperation and redefining job quality, taking a new approach to skills
and sustainability. Human-centricity means that Al and other technologies are not taken as the ultimate
goal, but instead as a means to empower and enhance work. In short, not everything that can be automated
must be automated. Policy should focus on the development of technologies that can be trusted and are
compatible with workers’ rights and wellbeing. Workers should be able to concentrate on intellectually
stimulating tasks, rather than repetitive ones. It also means that humans should be able to oversee the
functioning of machines and that workers should be able to co-design systems. This requires the setting

down of transition pathways within organisations (ESIR, 2023).

Aarhus University has developed workshops for organisations to experience and explore the potential of Al
in their workflows, its impacts and potential to reshape the workflow patterns. To accept the technology, a
crucial aspect is that end users need to be engaged in the design process. This calls for better understanding
of what determines their buying into designing and training these tools (Mao et al, 2023). Applied to the
field of science, these workshops propose research challenges in the form of games, to understand the flow
between intuitive and computational interactions. The people who helped the most to develop these
interfaces were the researchers themselves, because it allowed them to think differently about their complex

tasks, and to present and pose them in completely new ways. This can be investigated in the domain of

citizen science (Rafner, Gajdacz, et al, 2022). Another experiment also showed that, in a game, AlphaZero
combined with detailed methodologies of quantum researchers in a hybrid approach was the most efficient

(Dalgaard et al, 2020). So these hybrid interfaces should be investigated much more systematically.

With such an approach, where humans and Al are considered as integrated, workflows in the real world (in
companies or in the research workflow) can be addressed differently and the technology can be adapted. To
reap the benefits of Al tools and especially generative Al, the non-Al experts need to be considered as Al-
innovators and the challenge is to get them to become innovators. That cannot be done by merging Al and
human-centred Al only, but by bringing in all the fields of research (Rafner, Bantle, et al, 2022) and by
moving towards an interdisciplinary framework of hybrid intelligence, involved from development to
deployment. For example, in the management sector, this would entail the implementation of a pact
between leadership and employees, stating that a goal of transformation is not necessarily optimisation of
processes, but rather the upskilling of employees. This creates a psychological safe space which opens up

opportunities for creating integrated solutions. Hybrid intelligence is therefore not only an interface, but
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also a structure that allows to focus on upskilling and empowerment, and on the rethinking of the entire
value generation stream. There could therefore be great value in understanding more deeply the human
role in all aspects of a job-cycle, at the risks of deskilling and the potential for upskilling (Elrod & Tippett,
2002; Rafner et al, 2021). There is great potential in thinking about integrating Al into the organisational

context, so that end users also become co-creators and co-developers (Sherson et al, 2023).

There remains a challenge of understanding human-Al co-creativity. Creativity is essential in a researcher’s
career, but currently research in the area of human computer interactions and Al is lacking insights from
psychological sciences, so there is a need to develop a theory of human-Al co-creativity (Rafner et al, 2023)

that is strongly informed both by psychological sciences as well as by human-Al interaction.

Al impact on researchers and research environments

Al may cause worker deskilling

Although automation and machine support can increase efficiency and lower costs, it can also, as an
unintended consequence, de-skill workers, who lose valuable skills that would otherwise be maintained as
part of their daily work. Through deskilling come risks of lacking critical thinking skills and confirmation bias
in academics, along with the lack of accountability and transparency of Al systems (Rafner et al, 2021) (see

Other ethical concerns).

With increasing Al applications, worker profiles might change, for example to the profit of non-academically-

trained workers who can work side by side with Al (Xue et al, 2022).

Al may create larger gaps: potential inequalities

Gender gap

Workers with Al skills tend to be disproportionately male and tertiary-educated (OECD, 2023). CEDEFOP
(2023), a decentralised EU agency that supports the development of vocation and educational training,
states that in almost all countries, the share of female adults with at least basic digital skills is lower than the
share observed for males. There is also a gender imbalance in information and communication technology
employment: in 2021, only 19.1% of those employed by companies in the IT sector were women. Male-
dominated developer teams design Al systems and applications (CEDEFOP, 2023). A lack of diversity in Al
development teams will tend to reproduce and perpetuate gender biases in the technologies they develop.
Cultural, societal and political values are inherent in Al systems. Al may exacerbate gender inequality in

labour markets, including increasing the pay gap (Gomez-Herrera & Koeszegi, 2022).

According to a report by Bruegel (Gomez-Herrera & Koeszegi, 2022), the sudden disappearance of a

percentage of jobs and the creation of a new set of jobs could affect different groups of people unevenly,
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with a more substantial impact on groups at risk of exclusion. There could be a mismatch between skills and
technologies in the short and medium terms. The situation may favour some geographical regions and
population groups over others. This may create or enlarge existing gender, inter-regional, generational and

income inequalities.

Geographical disparities

A report by CEP (2021) highlights some of the particular issues faced by Central and Eastern European
countries. These countries have a particularly high share of new firms, which are too small to develop their
own technologies and are dependent on external technologies and services. Data supply is also an issue.
Access to Al technology is therefore key, but there exist major inequalities in access across regions and
sectors (Mihai et al, 2023)

People with disabilities. Despite advancements, groups with disabilities are still limited on institutional and
technological levels which affect not only their lives, but available access to research, data, algorithms and
systems (Whittaker et al, 2019).

Al may perpetuate existing biases and widen the gap between academic and industry research due to
unequal access to computational resources and infrastructure (see Fundamental rights protection and

ethical concerns).

Al and digitisation may negatively impact workers’ mental health

In a system that is already under pressure, researchers may be particularly affected by the uptake of Al in the
workplace. According to EMPL (2022), only a small number of studies focus on the direct impact of new
technologies on working conditions or health outcomes. A growing body of literature indicates an
association between digital transformation and mental workload and, in particular, a trend towards
borderless work settings and different forms of work. Job insecurity and fears of unemployment tend to

increase when a job has a high potential of being performed by machines.

‘People analytics’ operate in human resources, from recruitment and hiring practices using psychometric
tests to digitalised interviews. This may allow employers to increase control over their workers and the
workplace, incorporate rating systems or other metrics into performance evaluation, improve workers'’
performance and productivity, rationalise the organisation of work and production, reduce the cost of
monitoring and surveillance, profile workers, influence their behaviour, discipline them, and improve HR
management (STOA 2020, cited in EMPL, 2022). The OECD stresses that, in regular work environments, the
use of workers’ data to reward or penalise them could lead to job insecurity and stress. The use of automated
decision-making systems for personnel selection entails a risk of discrimination as Al has the potential to
produce results that are inaccurate or biased, and therefore lead to unfair and discriminatory decisions
(OECD, cited in EMPL, 2022).
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Al literacy and competencies

Skills and competencies for users and developers of Al

Evidence suggests that many new jobs will be created for workers with Al skills, or who have the necessary
skills to work with Al. There is also evidence that workers with Al skills may earn a substantial wage premium
and have improved job quality (OECD, 2023). In research, new roles that are emerging include many types of
‘data scientist’, some of whom are supporting research and others who are actively involved in conducting
research (OECD, 2020).

The OECD (2023) Employment Outlook lists skills needed in the age of Al and digitisation. The report
differentiates between the skills needed by Al professionals, who will develop and maintain Al systems, and
those needed by users and workers who will interact with Al systems. Al researchers and technologists
should aim to develop skills in Al (machine learning, models, tools) and data science (analysis, software,
programming, visualisation, and cloud computing), along with creative problem-solving abilities and social
and management skills. Al users should aim to acquire elementary knowledge of Al such as the principles of

machine learning along with analytical skills, judgement and creativity (OECD, 2023).

For both users and developers, using Al is likely to require critical thinking skills, including the ability to
challenge and interrogate knowledge, and identify hidden or encoded biases. This needs to be combined
with ethical awareness, a consideration of how Al should be regulated and constrained, and how specific
algorithmic behaviours might cause harm to and benefit different groups. Al is also likely to disrupt
traditional career paths, requiring workers to operate in a way that is more self-reliant, particularly in terms

of personal and professional development (Brown, 2023).

Urgency in skilling Al workers

The set of skills required for Al jobs is strongly related to mathematics (statistics, calculus, algebra,
algorithms, probability), science (physics, cognitive learning theory, language processing) and computer
science (data structures, programming). Expanding and developing the science, technology, engineering,
and mathematics workforce is a critical issue for governments (Gomez-Herrera & Koeszegi, 2022). CEDEFOP

(2023) reports that 70% of EU companies reported a lack of adequate digital skills.

The European Commission’s digital targets for 2030 aim to train 20 million ICT specialists by 2030, or to

achieve basic digital skills across at least 80% of the European population. The workplace increasingly
demands Al skills, especially for highly skilled jobs (OECD, 2023), but for some jobs, it is currently unclear

whether they will disappear or be boosted if an Al tool can be used by the employees.
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What does Al literacy involve?

‘Al literacy’ is defined as the broad general knowledge and skills of individuals who interact with Al
technology (Schleiss et al, 2023); as the ability to understand and use Al concepts for learning about and
evaluating the real world (Kong et al, 2022); or as the ability to effectively communicate with Al and evaluate

the trustworthiness of its output (Pretorius, 2023).
Upshall (2022) identifies five essential skills for the assessment of Al tools, namely being able to:

e distinguish between tools that do and do not use Al
e analyse differences between human and Al

o identify Al-based technologies

e distinguish between general and narrow Al

o identify the types of problems that Al can solve easily and those that it struggles with

Alternatively, a conceptual framework of Al literacy suggests that Al literacy consists of three dimensions
(Kong et al, 2023):

e cognitive, whereby people need to be educated about basic concepts of Al, such as machine
learning and deep learning, and learn how to use them to enhance their understanding and
evaluation of the world

o affective, empowering people to gain confidence to participate in the digital world

e sociocultural, concerning the ethical use of Al, such as not violating human autonomy, ensuring
that the benefits of Al outweigh the risks, and distributing the benefits and risks equally among
people

In addition to these dimensions, Al literacy should also include awareness and knowledge about availability
and use of computing infrastructure and awareness of the evaluation of the tools available (for example,

whether they are open-source).

Digital skills and competencies for researchers

What digital skills do researchers need?

The DigComp framework was designed as a digital skills competency framework for citizens rather than

researchers, but it includes a full introductory curriculum for Al (Rina et al, 2022, Appendix A2) that includes,

in some detail:

e  What do Al systems do and what do they not do?
e How do Al systems work?

e When interacting with Al systems

e The challenges and ethics of Al

e Attitudes regarding human agency and control
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An evaluation of the competencies encompassed in the European Commission’s Digital Competence
Framework for Citizens (DigComp, cited in OECD, 2020) was undertaken to assess the relevance and
adequacy of these competencies for science. DigComp consists of five areas of digital competence, and each
area contains general competencies that can be usefully applied to research. These are likely to vary,

according to the discipline or field. They are:

¢ Information and data literacy: Browsing, searching and filtering data; critically evaluating
credibility and reliability of data sources; organising and storing data. In addition, understanding of
statistics and the requirements for reproducibility are important.

e Communication and collaboration: Sharing data; knowing about referencing and attribution
practices; using digital tools and technologies for collaborative processes; protecting one’s
reputation. In addition, following open science principles and referencing/attribution practices are
important.

o Digital content creation: Creating new, original and relevant content and knowledge;
understanding copyrights and licences; programming and software development. In addition, the
visualisation of data and information is important.

e Safety: Protecting personal and sensitive data.

e Problem solving: Customising digital environments to personal needs; using digital tools to create
knowledge and innovate processes; identifying digital competence gaps and seeking opportunities

for self-improvement.

Skills needed for the responsible and ethical uptake of Al in research

Some of the skills that are likely to be required to successfully integrate Al into research are critical thinking
and the ability to add value to Al output (Laumer in Dwivedi et al, 2023). Fact-checking is another important
skill because researchers implementing Al in their work need to be able to verify the claims made by it
(Ahuja in Dwivedi et al, 2023).

As for the hard skills required for research and how they may be affected by Al, coding is one example. There
are a number of tools that can generate code for statistical analysis, including ChatGPT and rTutor.ai (Wright
& Sarker in Dwivedi et al, 2023; Merow et al, 2023). However, at this moment, tests indicate that such tools
still require oversight from researchers skilled at coding. The output of generative Al still relies on the
knowledge and skillset of its user, who is responsible for providing prompts and assessing the accuracy of
the output, so being able to communicate with such tools effectively is an important ability, and part of Al

literacy (Pretorius, 2023).

The complete research process is affected from ideation to publication, and a number of Al tools are already
available to assist (see Chapter 3). Researchers rapidly need to adapt their work environments and their

competencies to remain competitive.
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More research needs to be done about the impact of Al on soft skills which likely become vital (see Al could
support rather than replace researchers), such as negotiation, intercultural dialogue, equality and diversity

management, mediation, mentorship, and others.

Education and training in the digital era

Challenges of Al for academic education

A report by EPRS (2022) lists potential gaps and barriers for digital transformation within the EU, including a
shortage of digitally skilled workers. The JRC's report (Lopez Cobo et al, 2019) states that there is a persistent
ICT skills gap in Europe, and the ‘offer’ from universities lags behind the market. Potential actions include
increasing mobility of the workforce, consideration of other types of training including massive online open
courses and vocational training, analysis of data from job websites, and improving the connection between
industrial needs and the educational offer. In its 2023 report (Tuomi et al, 2023), the JRC looks at other
alternatives to formal education, including digital credentials and modular training. It suggests that Al can
become a ‘learning partner'. It highlights the need for non-epistemic competencies, and recommends the

interlinking of educational, digital, environmental, and industrial policy.

Training is needed to develop, use and reflect on Al (OECD, 2023), focusing not only on technical skills but
also on skills to adopt, use and interact with Al applications. However, this poses a challenge if researchers

need to acquire technical, transversal and domain-specific skills at the same time.

A significant challenge is the need to teach Al methods balancing breadth and depth in Al competencies
and skills, covering diverse topics while incorporating interdisciplinary and ethical aspects. National expert

organisations should be involved when designing curricula, along with experts from the European

Association for Artificial Intelligence and Confederation of Laboratories for Al in Europe. Promoting Europe-
wide cooperation in the field of Al skills and competencies, as well as Al tools, should be based on principles

of cooperation and openness, including existing open source and open educational resources. Rather than

starting from scratch, efforts should identify existing resources that have successfully supported Al skills

development in member states.

UNESCO's report on the effects of Al on working lives of women (cited in Gomez-Herrera & Koeszegi, 2022)
puts forward as a major finding the need for reskilling and upskilling women workers. It is crucial that
women are not left out of the increased demand for professionals in science, technology, engineering and
mathematics, and in Al specifically. Algorithms may perpetuate exclusion and discrimination in the
education of people with disabilities further due to the lack of access to data for target populations,

unconscious or conscious bias, or existing social practices. But Al could also provide access to more inclusive

digital solutions.
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Examples of current Al training programmes

The OECD’s (2023) report finds that the Al workforce in OECD countries is still relatively small but growing
rapidly. The report also finds that demand for Al workers is strong, and there is some evidence that the
supply of workers with Al skills may not be keeping up with demand in many OECD countries. It is therefore

crucial that adequate training programmes be developed and provided.

Based on an analysis of 11365 Coursera descriptions, it is estimated that 369 courses on Al are already
available, which is encouraging, with many bottom-up projects in the field, such as Online Open Learning

Recommendations and Mentoring Towards Sustainable Research Careers (OSCAR) and eDoer, an open

community-based Al-driven learning platform. There are hackathon formats that help researchers prepare
for to this new working environment, such as OEduverse. On research data literacy, one can mention the

Data Literacy Alliance. There are also initiatives such as European Skills, Competences and Occupations

which show the emergence of Al in occupations and skills across the EU.

Some relevant examples of existing Al teaching programmes in Europe are described below.

¢ Finland: To scale out and up the Al teaching, courses can be automated, such as in Elements of Al.
For example, the University of Helsinki in Finland created an online course with the goal of
educating 1% of the Finnish population, which was achieved in one year. The scope broadened to
the world, and Sweden was the first case study. Courses and examinations can be started and
completed at any time, challenging the traditional ‘university’ concept. Over 1 million students from
over 170 countries have signed up for the Elements of Al course. About 40 % of course participants
are women, more than double the average for computer science courses.

e Germany: Germany has an initiative called Al Campus which provides broad, accessible Al courses
and resources, promoting cross-institutional cooperation and addressing diverse educational
needs. These resources are open source and used in many German-speaking countries in the EU,
spanning from ‘Explainable Al for Engineers’ to ‘Data Literacy for Primary Schools'.

e Sweden: The Wallenberg Al Autonomous Systems and Software Programme has a budget of €600

million over 15 years and a goal of educating at least 600 PhD students. In the area of Al
autonomous systems and software, the programme currently has around 450 PhD students, and so
far, approximately 100 PhDs have been produced. It is a large-scale effort with a strong focus on
education and competence development in this area. In the WASP-ED Al Curriculum (Lindgren &
Heintz, 2023), the technical core remains related to core Al functionality, but the curriculum was
broadened to become more socially and individually embedded (e.g. human-Al collaboration) and
to include societal perspectives (e.g. ethical, legal, social, economic, cultural aspects, trustworthy
Al). The programme also addresses socially and physically constrained infrastructures (distributed
and edge Al, robotics, control and autonomy systems), applied Al in research and society, the
history and futures of Al and fundamentals of knowledge. Events and seminars are regularly
organised, thus building a community around the programme.

e Czechia: prg.ai was founded in 2019 as a coordinated effort of academics from the Czech Technical

University, Charles University, and the Czech Academy of Sciences, with a significant contribution
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provided by the city of Prague. They launched prg.ai Minor, a programme designed for students
who aim for in-depth interdisciplinary understanding of Al and practical skills to apply it in various
areas of interest. They are a national partner of the world-leading Elements of Al course and are
administering its Czech version.

e Netherlands: The Masters specialisation Al at Leiden University offers future-oriented topics in

computer science with a focus on machine learning, optimisation algorithms, and decision support
techniques. It allows students to pursue careers in research or industrial environments.

o Ireland: The Masters in Al course from the National College of Ireland aims to educate graduates

who will become leading practitioners in the field of Al. It contains modules covering the complete
development lifecycle of Al, including fundamental and specialised Al topics as well as topics
related to the operationalisation and application of Al to solve real-world problems, including
evaluation, ethics and governance.

¢ Italy: An online course from Politecnico Milano, available in 20 languages, provides an overview of

Al, including ethical and legal issues, machine learning tools, and automated learning approaches.

e UK: The National Institute for Health Research offers an introduction to Al for clinical researchers,

including an overview of the current landscape of Al and machine learning technologies, key Al
definitions and concepts, and evaluation metrics to assess performance, overview of organisations
able to support Al projects, practical challenges, regulatory and ethical requirements.

o Switzerland: Many universities offer Masters degrees in Al, the first being the Al Master of

Universita della Svizzera Italiana in 2017. Universities of applied sciences also offer bachelor

programmes to educate professionals to use Al tools and methods.

Many additional publicly available courses are also available from the private sector, for example from

Google or IBM.

Strategies for integrating Al education into existing scientific curricula

A paper by the OECD (2020) examines human resource requirements for data-intensive science. It
recommends that resources need to be appropriately curated, made interoperable and preserved. Digitally
skilled researchers need a set of foundational digital skills, coupled with domain-specific specialised skills.
Suggested actions for universities to strengthen digital workforce capacity and skills for data-intensive

science include:

e providing training for scientists and research support staff

e developing new career paths with appropriate evaluation, recognition and reward mechanisms

Some of these actions can be built on existing structures; for example, university libraries can support the
development of data management skills, and computing departments can help to propagate software and
coding skills. Other organisations and entities, including science associations, academies, research institutes,
research infrastructures and the private sector, will have roles to play. International collaboration and the

sharing of best practices are important (OECD, 2020)
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Kabashkin et al (2023) proposed a model of universities for the age of Al, whose main objectives are
fostering innovation, creativity, and critical thinking. According to this work, the role of universities will shift
to forming human competencies that cannot be replaced by Al, or those that are required for the

development and application of Al.

While the Al education norms are changing, universities and educators are faced with an immediate issue of
the availability and use of tools such as ChatGPT in academic environments, despite the current
uncertainties and limitations associated with these tools (see Chapter 4). Universities have taken a range of
different approaches to this issue, from sanctions and reverting to pen and paper, to fully embracing the
technology. Some suggest that the steps to be taken remain unclear; for example, universities may create
publicly funded LLMs in collaboration with open, stakeholder-led initiatives like the BigScience project. This
situation calls for the development of common standards and norms by educators in Europe (Milano et al,
2023).

Educating researchers in the age of Al will seek to broaden technical knowledge and skills, and beyond this,
academics are recognising the need to teach future scientists how to think through ethical, cultural, and
social dilemmas associated with the development and use of Al (Dignum, 2020). More transdisciplinary
approaches will support the adaptations of research funding and education policies to continue to promote

ethics, equity, diversity, and inclusion in science and engineering (CCA, 2022).

Beyond training, the Final Report of the Open Science Policy Platform (European Commission, 2020)
suggests moving towards an academic career structure that fosters outputs, practices and behaviours to
maximise contributions to a shared research knowledge system. In the context of Al, one could infer that
shared training, literacy and skills practices and standards will support the development of an Al-in-research

research system that is inclusive, diverse and responsible.

Key findings

Some uncertainty

There is some evidence to support these key findings, but some uncertainty exists.

e Research careers and jobs will be impacted by Al. Current evidence shows that additional digital
skills and Al literacy will be required for most researchers.

o Different skills will be required for users and developers of Al, with the common need to understand
the underlying ethical and governance requirements of the technology.

e  Public-private partnerships could benefit the landscape of Al education and literacy, but in the
current landscape, these partnerships could also be harmful to recognition of the knowledge

provided by the academics.
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e Al systems and tools have the potential to enhance rather than replace humans, and in particular

researchers, through human-machine collaborations fostering upskilling and creativity.

High uncertainty

There is little evidence and no systematic analysis to support these key findings.

e Additional requirements for academics to acquire digital skills and Al literacy may add onto the
already high-pressure academic environments.

e  Education and training in Al are being built into university curricula, and increasingly in demand. As
they develop, there are risks that inequalities might leave some groups behind in the process of

digitalisation.
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The preceding chapters have demonstrated that Al is already having a significant impact on scientific
research, both in the field of Al research, and in scientific research more generally. As a powerful tool for
knowledge discovery, Al has already enabled major advances in scientific knowledge, facilitating the
automation of a number of tasks involved in the process of scientific research, although the takeup of Al
across scientific disciplines is uneven. In the absence of peer-reviewed scientific studies, this report has
identified numerous examples in which Al has enabled scientific research across a wide range of disciplines,
particularly in the natural and mathematical sciences, and in computational methods within sub-disciplines
in the social sciences and the humanities. These examples demonstrate how Al has considerable potential to
transform science in ways that are beneficial to the scientific endeavour and to society more widely. At the
same time, there are a number of threats, risks and concerns associated with advances in Al research, and

the takeup of Al software by academic researchers.

This report is focused primarily on the implications of Al in scientific research, rather than its implications for
society more generally. In particular, it does not address the manifold and very significant challenges that
arise from the growing and rapid deployment of Al technologies in specific social domains, and which fall
outside the scope of this report. Yet science cannot be separated from society: it is a product of social
practices and human communities, and it is ultimately a shared human endeavour that is institutionally

committed to the pursuit of epistemically sound knowledge and understanding.
While this is true of all scientific knowledge, it is especially true of Al research for at least two reasons:

e  Firstly, Al is a general-purpose technology. Accordingly, Al can be used in an extraordinarily wide
and varied range of purposes and domains, and to perform a wide range of tasks, deployed by
actors motivated by considerations that may be noble, self-serving, or malicious. In other words, Al
applications range far beyond that of the research laboratory, with Al-driven innovation now
driving digital transformation worldwide.

e Secondly, Al operates through software powered by computational systems that can be deployed
rapidly, automatically, at scale, operating in real-time, all made possible by the global data
infrastructure which the internet has become. Thus, its capacity and reach are formidable while its
interaction with the social world is non-linear and complex, often producing unintended

consequences that may not have been anticipated or readily foreseeable.

To describe Al as “revolutionary” and akin to the discovery of fire is not hyperbolic: it is an apt depiction of its
transformative power (Buchanan & Imbrie, 2024) evoking both its power and promise, and its potentially
destructive capabilities. Hence the vital importance of learning how to handle Al, both collectively and

individually, wisely, and well.
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This chapter reflects on the key findings set out in the preceding chapters, taking account of its current and
anticipated benefits, and the risks and dangers associated with the takeup of Al in research, in light of the
sociopolitical and economic context in which Al research now occurs. In so doing, we draw on existing
literature and the views and insights of invited experts who participated in our Expert Workshops, in
particular the Policy Design Workshop held on 10 January 2024, convened with the aim of responding

response to the guiding question set out in the Scoping Paper for key area 4:

How should the Commission (through policy initiatives, regulation, communication and outreach)
facilitate responsible and timely Al uptake by the scientific and research communities across the EU

(including providing access to high quality Al, respecting European Values)?

Based on these findings, this report identifies five broad challenges that confront EU policymakers that may
help to accelerate the responsible and timely uptake of Al in scientific and research communities, thereby
supporting European innovation and prosperity. In this context, ‘responsible’ is taken to mean that
accelerated uptake of Al should strive to be in accordance with the foundational commitments of scientific
research and the foundational values underpinning the EU as a democratic political community and thus
ruled by law, ensuring respect for the fundamental rights of individuals and the principles of sustainable

development.

The primary challenge that must be addressed in order to accelerate the uptake of scientific research both in
Al, and using Al for research, concerns resource inequality between public and private sector research in Al.

To foster scientific uptake of Al responsibly, four further challenges must be addressed, concerning:

e scientific validity and epistemic integrity
e opacity
e Dbias, respect for legal and fundamental rights and other ethical concerns

o threats to safety, security, sustainability, and democracy

This report then sets out a suite of policy options which are directed towards addressing one or more of

these challenges. These policy proposals include:

e founding a publicly funded EU state-of-the art facility for academic research in Al, while making
these facilities available to scientists seeking to use Al for scientific research, thereby helping to
accelerate scientific research and innovation within academia

o fostering research and the development of best practices, benchmarks, and guidelines for the use
of Al in scientific research aimed at ensuring epistemic integrity, validity and open publication in
accordance with law and conducted in an ethically appropriate manner

e developing education, training, and skills development for researchers, supplemented by the
creation of attractive career options for early career Al researchers to facilitate retention and
recruitment of talented Al researchers within public research institutions

e developing publicly-funded, transparent guidelines and metrics, using them as the basis for

independent evaluation and ranking of scientific journals by reference to their adherence to
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principles of scientific rigour and integrity. The publication of these evaluations and rankings would
be intended to provide a more thorough, rigorous, informed, and transparent indication of the
relative ranking of scientific journals in terms of their scientific rigour and integrity than existing
market-based metrics devised by industry, helping to identify predatory and fraudulent journals
e establishing an EU ‘Al for social protection’ institute, which engages in information exchange and

collaborates with other similar public institutes concerned with monitoring and addressing societal
and systemic threats posed by Al in Europe and globally, proactively monitoring and providing
periodic reports and making recommendations aimed at addressing threats to safety, security,

sustainability, and democracy

We note, however, that formulating policy in response to technological innovation is a notoriously fraught
endeavour due to the pervasive uncertainty that surrounds them (Brownsword et al, 2017) and we therefore
avoid the employing the language of ‘solutions’ or the mindset of solutionism (Yeung, 2023). Moreover, the
scale and complexity of many of these challenges are very high and cannot be easily nor quickly resolved.
Accordingly, the policy options canvassed below are unlikely to be sufficient to ‘solve’ the challenges
identified in this report but are better understood as potentially valuable starting points. Moreover, given
the nature and magnitude of this uncertainty that surrounds technological innovation, we underline the
importance of putting in place institutional measures to systematically monitor and report on the impact
and effect of Al in science and across society as its takeup advances and as the technology itself matures. It is

in this spirit of humility that these policy options are offered for consideration.

The challenges

Opacity, scientific validity and epistemic integrity

Although many scientists have long drawn attention to science’s ‘reproducibility crisis’, the takeup of Al is
exacerbating this problem. In Chapter 4, we identify a number of ways in which the takeup of Al tools has
compounded and magnified problems of reproducibility. Many of these problems can be attributed to the

opacity of Al tools, arising from multiple sources:

e Researchers themselves may fail to provide sufficiently complete or detailed information to allow
others to replicate their findings. The reproducibility of machine-generated outputs requires
information about the code, data and computing infrastructure employed to produce a given set of
research findings (Gundersen et al, 2018; Henderson et al, 2018; Hutson, 2018a; Montgomery, 2019).

e The accuracy of Al models is a product of the underlying data upon which it is trained. Yet human
researchers make important choices when identifying, collecting and curating the data upon which
to train their model (Boyd & Crawford, 2012; Gitelman, 2013). Yet in real-world practice, the
provenance of datasets and the ‘journey’ through which that data has proceeded may be highly
obscure and practically impossible to trace (Leonelli, 2023a), preventing disclosure of its

provenance and the contextual conditions from which it originated and was subsequently parsed.
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e Poor outcomes may arise when Al tools are employed in scientific research due to failure to update
the model, and inherent differences between training data and real world population.
Reproducibility requires that all these factors are adequately disclosed to enable proper evaluation
of the model.

e Some Al systems (including those based on deep learning neural networks) operate as ‘black boxes’,
in that is difficult or even impossible to explain how their results were generated or the specific
features in the data that produced the results identified and this, in turn, may make it practically
impossible to identify spurious correlations. Moreover, without the ability to explain and interpret
the results of an Al model, this may preclude revisions and refinements that would otherwise lead
to performance improvement, while making it difficult to detect unfairly discriminatory outputs.

e The most recent very large Al models may generate special challenges, even for researchers
developing their own Al models, when attempting to publish their work in an open and
reproducible manner (concerning, for example, the need to respect IP and privacy rights). In
particular, researchers who use commercial, closed source models are thereby precluded from
providing the level of transparency in relation to the underlying models, data and computational
conditions employed that would typically be required for the purposes of scientific publication (W.
Wang et al, 2023).

Without more sustained, systematic attempts to address these concerns, there is a substantial risk that Al
research, and the use of Al in scientific research more generally, will continue to be plagued by invalid and
erroneous scientific outputs. This risks bringing the scientific endeavour increasingly into disrepute, and
undermining public trust in science more generally. For example, in cases of misdiagnosis by Al in a clinic
(Pavaloaia & Necula, 2023), stakeholders may begin to resist the technology due to distrust in their
predictions (Bitkina et al, 2023; Mukhamediev et al, 2022; Pavaloaia & Necula, 2023).

Bias, respect for legal and fundamental rights and other ethical concerns

The importance of cross-disciplinary knowledge and expertise also extends to the need for Al researchers,
and for researchers seeking to employ Al techniques, to be appropriately trained to ensure that they have
adequate knowledge of the legal rights, duties and ethical concerns that may be implicated by their
research. Although the matter has not been systematically studied, there is cogent evidence to indicate that
those with technical skills necessary to undertake Al research and/or to use Al for research purposes lack an
adequate understanding of the ethical risks posed by its use. The potential for Al systems to unfairly
discriminate between persons and groups on the basis of race and gender is well documented (Benjamin,
2019; Buolamwini & Gebru, 2018; Noble, 2018; O'Neil, 2016; Sweeney, 2013), particularly when Al systems are
used to inform decisions about an individual’s access to housing, hiring, educational opportunities, and the
court system (Mehrabi et al, 2019; Morse et al, 2022). Although bias mitigation techniques are now a
burgeoning field of Al research, the extent to which researchers who employ Al in science reflect critically on
the potential for unfair bias in the datasets on which they seek to train their model, or in the outcomes
produced by their model, has not been systematically studied. Although principles of research ethics are
well established and administered at the local level by research ethics committees, these principles were

developed in a pre-digital age in response in response to a series of scandals involving the abuse and
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exploitation of research participants which came to light following World War Il. These norms are focused
primarily on the importance of securing informed consent from research participants, rather than attending
to unfair discrimination against historically marginalised groups. As a result, group-based discrimination and
broader societal harms may be given due systematic attention within conventional research ethics review
(CCA, 2022).

At the same time, research employing Al may make use of datasets that include personal data, including

data garnered through the use of social media platforms, for which informed consent has not been provided

(CCA, 2022). FAIR data principles aim to support the responsible collection, curation and reuse of scholarly
data which enhance the ability of machines to automatically find and use the data, in addition to supporting
its reuse by individuals. There is the potential for conflict and confusion, however, in identifying what the
lawful and ethical data handling for research purposes may require in any given setting, including respect
for FAIR data principles. For example, the GDPR exempts the processing of personal data for scientific
research from its purview under certain conditions, but this may be at odds with the research ethics
conventions requiring informed consent of individual research participants. At the same time, the use of Al
tools may enable the generation of new and unanticipated insights which individuals could not reasonably
have foreseen and may be unwanted, unwelcome or rights-intrusive, particularly when it entails the
aggregation of data from multiple sources (Metcalf & Crawford, 2016; Metcalf et al, 2021). According to
Demos, this is an evolving problem; for example, risks relating to privacy breaches increase with the linking
of datasets, and possibilities of introducing bias into decision making processes increase as we rely more on
Al trained on datasets that themselves contain hidden biases (Procter et al, 2020). In addition, the use of
machine learning techniques may create new forms of machine-generated bias (for example, visual
perception bias), thereby prioritising some forms of knowledge over others in ways that implicitly devalues
other forms of knowledge and insight that are not machine readable yet nonetheless valuable and
important (Boyd & Crawford, 2012). Finally, the ready availability of generative Al may facilitate plagiarism
and other forms of research misconduct and unethical scientific practices which may be difficult to identify,

bringing scientific research into disrepute.

Resource inequality between public and private sector research

The funding landscape for Al research is characterised by significant resource disparities between academia
and industry, particularly in more recent years (see Chapter 2). For example, a study by the EU’s Joint
Research Centre, TechWatch, estimated that 68% of Al investment in 2020 came from the private sector with
32% from the public sector, in which the former was growing at a faster rate. Industry is estimated to have
spent $340 billion US dollars on Al in 2021, far outstripping the $1.5 billion and $1.2 billion allocated to Al
respectively by the US non-defence government agencies and the European Commission in the same year
(Ahmed et al, 2023). It is now industry rather than academia that is producing cutting-edge machine
learning research and training large Al models. This inequality in resourcing between public and private

sector research in Al is manifest in relation to all the key resources upon which Al development relies.

In relation to computing power, the number of model parameters is a key determinant of the computing

power needed. In 2021, industry models were 29 times bigger, on average, than academic models, resulting
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in a relative shortfall of computing available to academics (Ahmed et al, 2023). Ahmed cites data from
Canada'’s National Advanced Research Computing Platform which indicates that demand on their platform
for GPUs, the most common chips used in Al, increased 25-fold since 2013, but supply has only been able to
meet 20% of this demand in recent years. Meanwhile, competition for Al talent has intensified. Data from
North American universities indicates that while only 21% of Al PhD graduates went to industry in 2004, by
2020 almost 70% headed to industry following graduation. A similar trend can be observed in the rate at

which computer science research faculty are being employed and retained (Ahmed et al, 2023).

The resulting inequality is a matter of scientific and public concern for several reasons. First, private firms do
not typically make public the underlying code and the underlying datasets for their Al models, thereby
precluding public scientists from evaluating their validity, robustness and vulnerabilities (Ahmed et al, 2023).
This, in turn, means that public researchers who deploy these privately produced Al models in their research
cannot subject the tools themselves to independent review, and are therefore unable to evaluate their
robustness, reliability, accuracy and, in turn, the epistemic validity of the outputs produced from their
deployment. This deepens the scientific ‘reproducibility crisis’ referred to under The challenges. Secondly, if
public scientists lack the resources to develop their own Al models, their capacity to offer public interest
alternatives is thereby limited. In particular, as Ahmed and colleagues have argued, some useful capabilities
of Al systems seem to be ‘emergent’, meaning that they only acquire these characteristics once these
systems are especially large. This includes negative characteristics, such as toxicity in Al-generated language
and stereotyping (Ahmed et al, 2023). If it is left to industry alone to produce cutting-edge Al models, this
may result in the neglect of public interest research which may be commercially unprofitable, including
addressing the needs of those from lower-income countries. Others express concern that because private
sector control of state-of-the art Al models is driven by commercial imperatives, it has focused on
substituting human labour rather than on seeking to augment human capabilities through human-machine
collaboration which may be more conducive to human wellbeing (Ahmed et al, 2023). Thirdly, the Big Tech
firms that now dominate the Al innovation frontier have developed a number of strategies through which
they exploit the labour of academic researchers through collaborations to produce research insights, yet
with whom they do not share the patent ownership to which that research has contributed (Rikap, 2023a).
They also use open-source development platforms to test and improve their software, enabling them to take
advantage of the work of the developer community provided on a voluntary basis and for which they are
uncompensated. Through these and other strategies, the resulting corporate innovation systems enable Big
Tech firms to maintain secrecy over knowledge inflows while minimising outflows to profit from Al scientific
knowledge (Rikap, 2023a).

Adverse social impacts: threats to safety, security and democracy

Scientific misinformation and misconduct

Although the EU’s commitment to open science directly reflects a basic principle of universalism that
underpins the scientific endeavour (see Chapter 1), the general purpose nature of Al systems, combined with

the openness and public accessibility of publicly funded Al research, has enabled them to be used for
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malicious purposes. As a result, a variety of forms of information-based harms and wrongs have proliferated.
In the scientific domain, this includes the production of ‘fake science’ in which generative Al applications are
enabling the growth of ‘paper mills’ - companies that produce fake scientific papers yet may be difficult to
detect (Liverpool, 2023). In addition, the pressure to publish scientific papers, together with lucrative
business models in scientific publishing, have fostered the emergence of predatory journals which make use
of the popular open access model - charging fees to authors, rather than to readers — to publish poor quality
or even fake scientific papers. The Economist reports that, according to one firm that monitors and blacklists
English language predatory journals, some 1000 such journals existed in 2010 while today there are at least
13 000. Together with the growing number of scientific publications and proliferation of commercially
produced journals for profit, this is placing the scientific peer-review system under ever-increasing strain
(Hanson et al, 2023). Yet our review of evidence indicated that the capacity to use Al tools to automate the
process of peer-review has not been demonstrated. At the same time, several scientists participating in our
Policy Design workshop emphasised the vital importance of entrusting scientific peer-review to human
scientists, based on the nature of the scientific endeavour as communal practice entailing deliberation and
dialogue between scientific peers and which cannot be legitimately delegated to machines (see ‘Policy

design workshop report’).

Malicious use: Threats to biosecurity, cybersecurity and democratic freedom

We have already noted that the general purpose character of contemporary Al systems means that they are
a double-edged sword, capable of being used intentionally for both noble and malicious ends. This is
especially vivid in life sciences, where Al has facilitated the development of new biological materials and
engineering new living systems and organisms. Although these offer many very important benefits in the
form of new vaccines, biotherapeutics, and carbon-capturing microbes, the use of Al could also accidentally
or deliberately cause significant harm. These capabilities might also be harnessed by malicious actors,
making the threat of biological catastrophe a possibility and for which appropriate safeguards are needed
(Carter et al, 2023).

Similarly, we have also noted how generative Al tools such as ChatGPT may extend the range of
cybersecurity threats, for example, by introducing malware that may be invulnerable to conventional
cybersecurity protections, while enabling those without specialist expertise to create malware. Another
major threat, both to security and democratic freedom and respect for fundamental rights, arises from the
use of Al for manipulative, fraudulent or other malicious purposes, through image, text, and audio content
generation. The use of Al for political microtargeting and misinformation is now considered to pose a
significant and on-going threat to free and fair elections and thus to democratic freedom. However, more
recent advances in machine vision techniques have enabled the ready availability of Al-generated
deepfakes. Not only does this magnify the possibility of manipulative and fraudulent applications, but the

proliferation of misogyny in the form of deepfake pornography is particularly troubling, serving to

dehumanise women and girls who are rendered practically powerless to defend themselves or prevent
these forms of abuse and bullying causing particularly invidious harms yet produced at scale. Although Al

researchers are working towards various technological approaches to detect fake Al-created images and
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audio, they have yet to demonstrate their capabilities to provide scalable, real-world protection against

these kinds of attacks.

Broader social, collective and existential harms

Researchers have drawn attention to a variety of societal harms that the acceleration of Al uptake and its
continued advances may generate. In particular, they have drawn attention to the very high carbon
footprint produced by training state-of-the art foundation models, and the global political instability,
insecurity and destructive potential of Al-enabled weapons development for military purposes. These
serious social concerns highlight the need to attend more carefully to the social and moral responsibility of
Al researchers, recognising that the powerful capabilities wrought by the development of ever-more
powerful Al models may be used for good or for ill, and the need for more systematic and sustained

attention to legitimate and effective governance of science in the service of humanity.

Policy design options

The preceding outline has outlined the nature and content of key challenges facing Europe that we have
identified in seeking to accelerate the uptake of Al in science in a responsible and timely manner. We now
offer a series of inter-related proposals which are intended to help address those challenges which we are
worthy of consideration. The evidence review process for this report (see Annex 3) is based on a choice of
methods of rapid literature review and expert workshops as an alternative to a systematic review of
evaluation of the literature in order to adapt to the short timeframe of the request. We provide the following
options for policy based on this process, which did not include a review of evaluation studies to provide
guidance on their likely effectiveness and relative strengths and shortcomings of these proposals. Further
critical research, examination, and discussion in conjunction with important stakeholders, including the
scientific academies, Al researchers of various levels of seniority, researchers from disciplines who are already
embracing the use of Al tools in their scientific research and with the editors of high-quality scientific

journals would be necessary for a better grasp on the best way forward.

Research and development of best practices, guidelines and protocols

Lack of attention to established principles of scientific rigour in both Al research and research undertaken
with the assistance of Al systems is at least in part due to the novelty of the tools, the research itself, and a
lack of understanding and clarity about the specific norms applicable to the research, both in terms of
scientific rigour and of legal and ethical obligations. This may be a product of lack of understanding and
awareness of the norms themselves, but it is also, perhaps primarily, due to a lack of clarity about how those
norms should be operationalised in specific, localised research settings. However, given the novelty of Al as
a tool for knowledge discovery and task automation, we also identified evidence suggesting a lack of clear
benchmarks, guidelines, protocols, and best practice conventions to which researchers can adhere.

Accordingly, during our review, we identified a number of papers and initiatives in which researchers have
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taken steps to address these deficiencies, particularly in relation to concerns which can be broadly

understood as contributing to the ‘reproducibility crisis’.

For example, several researchers have sought to identify methodological weaknesses in scientific papers,
developing taxonomies to understand various forms of error, and positing a range of metrics, benchmarks,
and frameworks that, if adopted, could be expected to help overcome these shortcomings in research
practice. We saw less evidence indicating that there was a body of nascent scholarship produced by law and
applied ethics researchers seeking to investigate the legal and ethical dimensions of Al research, or Al-
enabled research, and to propose more concrete guidelines and principles to help address identified
deficiencies in research practices. The emergence of LLMs that have novel and powerful automated text-
generation capabilities also indicates a need to establish guidelines for the ethical use of LLMs in research
that, among other things, address concerns related to data privacy, algorithmic fairness, replicability and the
potential misuse of LLM-generated findings (Grossmann et al, 2023). Although, over time, the research
community may develop appropriate norms, best practices and guidelines without sustained policy
intervention, reliance on spontaneous, organic development by the research community is unlikely to occur

in a timely nor systematic manner.

Accordingly, we suggest policy interventions to be considered that may help accelerate and foster the
development of appropriate best practices, protocols, benchmarks, and guidelines for the use of Al in
scientific research that promote and ensure that this is undertaken in a manner directed at securing
epistemic integrity, validity, and open publication, with the aim of addressing concerns about the limited
reproducibility, interpretability and transparency of research. They should also ensure that research
undertaken with the assistance of Al tools and systems conforms with basic principles of research integrity,

thereby reducing the risk of scientific misconduct.

Such guidance should also aim to ensure that Al is employed in scientific research in accordance with
applicable legal rights and interests, particularly of those affected by the research (including the authors and
owners of copyright-protected works), and that research is conducted in an ethically appropriate manner,
following proper appraisal of its implications for individuals, groups, and society more generally. The need
for diversity and inclusion, particularly of vulnerable and other under-represented groups, including those
with disabilities and special needs, warrants special attention given the prevalence of algorithmic bias and

unfair discrimination against historically marginalised groups.

The goal of formulating suitable guidance is aimed at ensuring epistemic integrity. This does not mean
insisting on transparency in relation to every aspect of a research process or method: rather, it is to help
identify which practices, and which forms of opacity are damaging to research and its role in society. In so
doing, this should enable researchers to better develop protocols and systems for comprehensive quality
assessment, adopting interdisciplinary collaboration and training, and seeking new machine learning
classifications for known discriminators (Hutson, 2020; Mitchell, 2023; Rudin, 2019; Sejnowski, 2020). The
formulation of such guidance can also help organise emerging practices from the Al field itself, such as
Datasheets for Datasets (Gebru et al, 2021), data statements for natural language processing (Bender &

Friedman, 2018), or advice on adopting software engineering practices for accountable Al systems
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development (Hutchinson et al, 2021). Likewise, standards for high quality software can facilitate the
development of trustworthy Al tools. Research software is a fundamental and vital part of research, yet
significant challenges to discoverability, productivity, quality, reproducibility, and sustainability exist. The
emergence of FAIR Principles for Research Software, for example, reflects a maturation of the research
community, recognising that research software is a type of digital object to which FAIR should be applied
(Barker et al, 2022). The need to establish a common framework of indicators and best practices for research
software quality across domains is particularly important given the risks of poor quality but rapidly produced

using generative Al.

At the same time, in formulating such guidance, interpretive flexibility is necessary in order to allow for the
development of discipline-specific norms of appropriateness, even in how concepts such as ‘replicability’ are
understood. To this end, there are several organisations and institutions throughout Europe that may have a
valuable and significant role to play in light of their distinctive knowledge and high level of relevant
expertise, including European research academies (such as those who participate in the SAPEA network),

and the European Research Council. Given the evolving nature of the discipline and the pace at which it is

developing, guidelines need to be sufficiently flexible to allow for advances in scientific discovery, while
providing more useful, actionable guidance to researchers. For example, this may necessitate revision of

research ethics guidelines, including guidance on what constitutes scientific misconduct.

Once developed, widespread publication and awareness raising activities are likely to be necessary to
promote adherence to the guidelines by researchers across a variety of communities of scientific practice,
including editors and publishers of scientific journals. Consideration may also be given to requiring

adherence to any resulting guidelines as a condition of conditions of an award of EU research funding.

Researcher education and training

Suitable education, training and skills development for researchers is essential to address the lack of
awareness and understanding among researchers of the scope, content and application of norms of
scientific rigour, and of legal duties and ethical obligations. Our analysis of the evidence indicates the need
to provide appropriate training to scientists from a wide range of disciplinary domains, prioritising
researchers already engaged in Al research and those already using Al in their research. This may require the
development of new education and training programmes, which include consideration of scientific rigour,
adherence to legal and ethical norms, and the importance of sensitivity to domain-specific and discipline-
specific norms of appropriateness. It may also require more investment in Al ethics research, to address
concerns about the increasing capture of academic work in Al ethics that is sponsored by Big Tech firms, and
to call for peer review editors to insist on the proper disclosures of funding sources, so that the ethical

integrity of research is not undermined by potential conflicts of interest. To this end, we also suggest that in

order to address existing gaps in the knowledge and skills of researchers, these training programmes should
consider including a number of substantive issues including the capabilities and limits of Al, an
understanding of the importance of data quality, cleaning, curation and provenance and its transparent and

accountable handling, how the use of Al implications legal and ethical norms (including data governance,
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privacy, copyright law and equality law), particularly concerning the collection, processing and sharing of

data and the need for, and challenges associated with, cross-disciplinary research.

Academic publishing

Scientific publishing by commercial publishers is primarily driven by commercial imperatives rather than a
commitment to scientific rigour and integrity. In recent years, the number of scientific journals produced by
commercial publishers has significantly expanded (Hanson et al, 2023). There is some evidence to suggest
that this has facilitated the publication of increasing volumes of low-quality papers, and that the emergence
of generative Al tools has enabled the growth of paper mills and other forms of scientific fraud. A
comparative analysis of the scientific peer review process of the most prestigious science journals, and those
which are much less so, indicates that the most prestigious journals devote considerably more time and
human resources to the process. This reminds us that high quality science takes time, yet the pressure on
researchers to publish may create incentives for low quality research, enabled by the proliferation of poor-

quality journals.

At present, relatively little rigorous and systematic information is available about the practices and quality of
scientific journals. Although the publishing industry has developed ‘journal impact factors’, which are
intended to provide a measure of the importance of a journal, they are based on crude quantitative
calculations involving automatically counting the number of times selected articles are cited within a
particular year. To help counter the publication of fraudulent papers and low quality scientific papers that Al
tools may otherwise accelerate, consideration could be given to developing publicly funded, transparent
guidelines and metrics, informed by principles of scientific rigour and integrity, which might also regularly
publish an analysis and ranking of scientific journal quality that provides a more thorough, rigorous,
informed and transparent indication of the relative ranking of scientific journals in terms of their scientific
rigour and integrity. While it is beyond the remit of this working group to identify whether any specific
institution or organisation might be best entrusted with this responsibility, it may be worth considering the
role that the European academy networks could play. The functions of this organisation could also include

systematically monitoring the scientific publishing field to identify predatory journals and fraudulent papers.

Coordinated EU effort: a state-of-the-art Al research facility

One of the most pressing and important challenges concerns the inability of public Al researchers to access
computational resources and high quality datasets to undertake cutting-edge Al research. This is now
overwhelmingly dominated by private scientific laboratories hosted by Big Tech, who are not required to
pursue research that aligns with the principles of the scientific endeavour, particularly those of open
communication and common heritage. The resulting inequality substantially limits the ability of public Al
researchers to offer public interest alternatives, to test and evaluate the Al models produced by Big Tech
(because they do not have access to the underlying code or source data), or to undertake valuable research
that serves the public interest and that would otherwise be neglected because it is not sufficiently lucrative

to attract private sector interest. In addition, overdependence by researchers on commercial Al models may
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exacerbate the reproducibility crisis, because the underlying models themselves are not open for public
scrutiny and thus not have not been subjected to open peer-review evaluation to identify their validity and

limits. This places public Al research in a position of comparative disadvantage.

Several countries have announced initiatives to increase the compute available for research and academia,

including the US National Al Research Resource, Canada’s Digital Research Infrastructure Strategy, and the

Swiss Al Initiative. These are in addition to initiatives to take stock of compute capacity and needs, including
those of researchers, such as the Canadian Digital Research Infrastructure Needs Assessment (Pérez-Jvostov

et al, 2021) and the UK’s 2022 Future of Compute review. These initiatives are in keeping with the OECD

observation that, without increased access to high-performance computing and software to support the
development of Al in science, less well-funded research groups are at a disadvantage because state-of-the-

art computing resources are prohibitively expensive for many researchers (OCDE, 2023).

Accordingly, one possible way forward for the European Commission to consider is investing in, establishing,
and provide ongoing funding for a state-of-the art facility for academic research in Europe, that would
provide the level of resource needed to enable public resources to engage in cutting-edge Al research while
making these facilities available to public scientists seeking to use Al for scientific research. This European Al
super-centre would provide public scientists and researchers (that is, those employed by publicly-funded
universities and research institutes that operate on a not-for-profit basis) access to infrastructure and inputs

needed to undertake cutting-edge Al research. This facility would be comprised of the following:

e massive computational power

e sustainable cloud infrastructure

e repository of high quality, clean, responsibly collected and curated datasets

e an Al scientific advisory and skills unit engaged in developing best practice research standards for
Al and developing and delivering appropriate training and skills development programmes to
address existing lack of awareness and skills concerning the matters discussed under Best practices,

guidelines and protocols and education.

The core mission of this proposed European Al super-centre would be a commitment to cutting-edge
responsible Al research that has scientific integrity in the service of the public good. So understood, it is not
intended to compete with or replicate Al research undertaken by Big Tech, which is driven by commercial
imperatives reflected in its ‘'move fast and break things’ mentality. If this domain of research is characterised
as a race, then public science is already disadvantaged, in that it is bound by more rigorous norms of
integrity and responsibility to public values which are not binding on commercial, for-profit institutions. At
the same time, there are systematic risks associated with increasing dependence on Big Tech and their
appropriation and exploitation of scientific knowledge, through leveraging the knowledge and labour of

others who do not receive a proportionate share of the resulting profits.

It is also important to stress the transnational collaboration that this initiative should have, especially in the
light of the advanced state of research on Al in non-EU countries such as the UK and Switzerland. Moreover,

the role of this centre could also be to link to similar experiences, with the same founding values, from non-

82


https://www.whitehouse.gov/ostp/news-updates/2023/01/24/national-artificial-intelligence-research-resource-task-force-releases-final-report/
https://ised-isde.canada.ca/site/digital-research-infrastructure/en
https://www.swiss-ai.org/
https://www.gov.uk/government/publications/future-of-compute-review/the-future-of-compute-report-of-the-review-of-independent-panel-of-experts

Chapter 6. Evidence-based policy options

European countries, strengthening the research connections on responsible Al in the academic community

at a global scale.

In exploring this option, the European Commission needs to address ‘brain drain’, in which talented Al
researchers are lured into private labs that offer state-of-the art computing resources, reducing the
availability of skilled scientists engaged in public research. The European Commission has also identified
brain drain and barriers to building academic careers as challenges in the development of Al research in the
EU (European Commission, Petkova, & Roman, 2023), suggesting that the right talent, such as research
engineers, needs to be attracted and maintained, and that existing researchers need to be trained in Al to
successfully adopt Al in science. The Commission report also points out that EU universities and other
research institutions struggle to compete with the job offers and research opportunities in the private
sector. Introducing more career incentives for researchers to motivate them to choose the academic career
path over the private sector is suggested as a way to strengthen the EU’s visibility and potential in Al
research (European Commission, Petkova, & Roman, 2023). Accordingly, attractive, sustainable alternative
career pathways for talented Al early career researchers are an urgent priority. A European Al super-centre
could make opportunities and incentives available, creating career pathways to attract talented early-career
researchers engaged in Al research, seeking to cultivate an open, autonomy-respecting research
environment that allows them to engage more freely in curiosity-driven, ambitious research projects
motivated by intellectual inquiry for the public good, protected from the demands and pressures of

teaching and short-term publication.

In addition, to support public interest Al research that would otherwise be neglected by commercial labs, we
suggest that the Commission consider targeted funding research programmes to meet the needs of low-

income countries, perhaps involving collaborations with public universities from low-income countries.

In evaluating this option, we are mindful that there are a number of significant challenges involved in setting
up such a super-centre. In particular, there have been a number of ambitious European science initiatives,
but these have had mixed success. Accordingly, we suggest that the Commission may wish to engage in
further research and analysis to help identify, from past experience, under what conditions are these
initiatives more likely to succeed. For example, we recognise that there is a tension between the value of a
single centralised facility and a network of more localised facilities, including the needs and interests of

member states and their communities in relation to its geographical location.

Al for social and environmental protection

As the power and capabilities of Al models have advanced, it has become even more important to seek to
understand these models and prevent them from being used for malicious purposes, or in ways that
generate unintended social, group and individual harm. For this reason, a number of countries, including the
US and the UK, are now establishing Al safety institutes to undertake sustained research into the range of
risks to safety and security. While it is already evident that these systemic and social risks may arise in
relation to human health and safety (due, for example, to threats concerning Al-enabled bioweapon

development), as the power of Al models has grown, so too have the risks to democracy (including respect
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for the fundamental rights and dignity of persons) and to sustainable development. As already indicated, the
training of LLMs consume vast amounts of energy, and much more needs to be done to address their
adverse environmental impacts. This could include systematically gathering insight on progress towards
standardised metrics for carbon measurement, identifying and evaluating the most promising paths for
development and adoption, and advocating for mandatory disclosure (in addition to disclosure
requirements for general purpose Als introduced by the Al Act), possibly in collaboration with EU Al Office

initiatives to assess and minimise the impact of Al systems on environmental sustainability.

Accordingly, it may be valuable in Europe to consider creating an EU institute with regular access to skilled
expert advisors and suitably competent and trained staff to undertake research, engage in routine
monitoring and foresight to identify and to collate information concerning emerging risks produced by the
use of Al models that may threaten safety, security, democracy and sustainable development. The
Commission may wish to consider the relationship of such an institute with the EU Office for Al that will be

established under the Al Act. The institute’s functions should include duties to:

e proactively monitor potential vulnerabilities and misuse for Al in ways that pose societal risks,
particularly to safety, security democracy and sustainability

e provide the European Office for Al with regular systematic reports of identified vulnerabilities and
emerging risks

e engage in information exchange and collaboration with other similar public institutes in Europe
and around the world, proactively monitoring and providing periodic reports and making
recommendations to address these threats

o formulate concrete policy proposals that will help to mitigate Al-generated threats, including
threats to sustainable development (including but not limited to those suggested above) and to
biosecurity (for example, by recommending restrictions on publication and transparency
requirements that would otherwise conventionally apply to Al research, while restricting access to
trusted researchers due to potential for abuse and misuse)

e support the Commission and EU member states in seeking agreement at the international level to

put in place binding legal limits on use of Al for military purposes, including warfare

Similarly to a Europe-wide Al research facility, international coordination of these activities would be
essential. The recent UN interim report on Governing Al for Humanity proposes the guiding principles to
foster such collaboration - inclusiveness, public interest, international governance of Al, and so on - and it

also identifies specific institutional functions to implement the above principles (United Nations, 2023).

Conclusion

The policy options outlined above, which we offer for consideration, are intended to help address the
challenges that this report has identified in seeking to accelerate the uptake of Al in science in a timely and
responsible manner. We believe that more evidence and investigation of these proposals is required in order

to provide a more informed appraisal. They may also serve to address larger concerns about the
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concentration of power in the Al sector by a handful of private global tech giants (Verdegem, 2022).

Nevertheless, our hope is that they offer valuable starting points.

In conclusion, we acknowledge that in establishing policy priorities in the field of Al research, there are often
tensions among different principles and values. So, for example, the goal of openness in science that would
require full transparency in the publication of Al research may be in tension with the need to mitigate
threats and risks associated with the malicious use of that research. While resolving these conflicts and
tensions inevitably require the making of normative trade-offs, democratic political communities should
aspire to making these trade-offs intentionally, openly and in a manner that is respectful of fundamental

rights and in consultation with affected publics.
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Annex 1. Responsibilities and
working structure within the
Scientific Advice Mechanism

e The Group of Chief Scientific Advisors was responsible for developing the Scientific Opinion, which
contains evidence-based policy recommendations. Four members of the Group were involved with
the project, namely the Chair of the Group, Nicole Grobert, as well as Maarja Kruusmaa and Alberto
Melloni.

e The Science Policy, Advice and Ethics Unit at DG RTD (the Secretariat) assisted the Advisors in the
development of their Scientific Opinion. Ingrid Zegers, Jean-Francois Dechamp, Daniela Melandri
and Gintaré Juskaité coordinated the project.

e  SAPEA was responsible for independently producing the rapid Evidence Review Report that informs
the Scientific Opinion. Within SAPEA, Euro-CASE served as lead Academy Network for the topic.
Marie Franquin, Euro-CASE Scientific Policy Officer, coordinated the report’s development, with the
support of the SAPEA team of scientific policy officers: Louise Edwards (Academia Europaea),
Stephany Mazon (YASAS), Celine Tschirhart (ALLEA), Rafael Carrascosa Marzo (Academia Europaea),
and Ruben Castro (FEAM).

To jointly coordinate the project within the SAM, regular SAM coordination team meetings took place,
chaired by Nicole Grobert. The participants from SAPEA were the co-chairs of the SAPEA working group, the

Board member of the network leading on the topic, and members of staff supporting the project.

This rapid Evidence Review Report addresses key areas 2, 3 and 4 of the scoping paper. Key area 1 of the
Scoping Paper was addressed separately by SAPEA through a foresight workshop and report that was

handed over to the Commission at the end of 2023. The foresight workshop report is published and

available on the SAM website.


https://research-and-innovation.ec.europa.eu/system/files/2023-07/Scoping_paper_AI.pdf
https://scientificadvice.eu/advice/artificial-intelligence-in-science/

Annex 2. Selection of experts

In line with the SAPEA quality assurance guidelines, SAPEA set up an interdisciplinary working group with six

members from six European countries, chaired by Anna Fabijariska, Andrea Emilio Rizzoli (from 19

September 2023), and Virginia Dignum (until 6 September 2023).

The co-chairs of the working group were proposed by the lead Academy Network, Euro-CASE, and approved

by the SAPEA board after their declarations of interests were assessed.

SAPEA issued a call for nominations describing the scope, timeline and expertise required. The areas of
expertise were previously discussed and coordinated with the Advisors and the Secretariat. The call for
nominations was sent via the Academy Networks to their member academies, which were invited to

nominate experts. Experts were also identified through desk research by the Academy Networks.

The selection committee for the working group met on 28 August 2023. In line with the SAPEA quality

assurance guidelines, the selection committee comprised:

e the working group co-chairs (Virginia Dignum and Anna Fabijarska)
o the secretary-general of the lead Academy Network, Euro-CASE (Patrick Maestro)

e the president of another SAPEA Network, Academia Europaea (Marja Makarow)

SAPEA received a total of 172 nominations for the working group. The experts were selected on the basis of
scientific excellence and disciplinary requirements as a priority, taking into account commitment and time

availability, the criteria set out in our strategy of diversity and inclusiveness, and other requirements

communicated to the committee in advance:

e inter- and multidisciplinarity

e involvement in the wider scientific community, i.e. not Fellows of academies
e inclusion of early- and mid-career researchers

e gender balance

e wide geographical coverage, including from Widening countries

In the final working group, 50% of selected experts were female and 67% were mid-career researchers. 6
European countries are represented in the group, with 2 members from central/eastern Europe, 1 from

southern Europe, and 3 from Western Europe. 3 experts came from Widening Countries.®

8 These calculations reflect the final working group composition, i.e. the working group members who developed the content of the
evidence review report.


https://scientificadvice.eu/how-we-work/how-we-gather-evidence/
https://scientificadvice.eu/about-us/scientific-advice-mechanism/diversity-and-inclusiveness/

Annex 2. Selection of experts

The composition of the working group was approved by the SAPEA Board. All working group members were
required to complete the Standard Declaration of Interests form of the European Commission, in accordance

with SAPEA’s quality guidelines. In the assessment, no conflicts of interests were detected.

104



Annex 3. Evidence review
process

We compiled this rapid Evidence Review Report based on input from the experts and their in-depth
knowledge of the field, together with literature reviews conducted on specific key areas of the Scoping
Paper (see Annex 5), and 3 evidence-gathering workshops. In terms of data management, SAPEA commits to

Open Science and FAIR principles.

The evidence necessary to respond to the question in the Scoping Paper was discussed, debated and
assessed by the Working Group members at Working Group meetings, and was written up in iterative drafts
of the Report. The literature reviewed for this report was not systematically checked for sponsorship or

authors’ conflict of interest statements.

The final draft underwent a double-blind peer review.

Timeline

e September 2023: Final formation of working group

e October 2023: Working group meeting

e November 2023: Evidence-gathering expert workshop (key area 2)

e December 2023: Evidence-gathering expert workshop (key area 3); working group meeting

e January 2024: Evidence-gathering expert workshop (key area 4); working group meeting;
production of first draft

o February 2024: Peer review; working group addresses peer reviewers’ comments; production of
final draft

e March 2024: SAPEA endorsement

e  April 2024: Publication of Scientific Opinion and rapid evidence review report

Requested literature reviews

A literature review team was formed, comprising information specialists and methodologists at Cardiff
University, who are responsible for conducting systematic literature reviews. The European Information Hub

at Cardiff University was also responsible for developing an EU policy mapping to support the work.
To complement their knowledge, the working group made use of literature searches on:

e Area 1, Deep Dive 1 and Area 2, Deep Dive 2 (rapid review and synthesis of results), including a
bibliometric analysis

e request on industry collaboration on published papers
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e Area 3 (rapid review and synthesis of results)
e Area 4 (rapid review and synthesis of results, abstracts only)
e Area4, additional focused questions:

o How significant is the research in Al undertaken by private sector tech firms within Europe
and across the globe?

o Towhat extent do the principles of research ethics (based on the Helsinki Declaration)
which apply to university research involving human subjects apply to research undertaken
outside university laboratories?

o What is the current state of the art in understanding the content, scope and application of
the (a) GDPR research exception, (b) text and data mining exception, (c) progress on the EU
plant o t develop an EU Copyright and Data Legislative framework for research?

o How does the European Commission’s Open Science policy and the current EU copyright
law framework (including the Information Society Directive 2001) affect access to, and re-
use of copyright protected works for the purposes of scientific research?

e sources of funding from the private and public sector into Al research
e evaluation of large, publicly funded research structures and their outcomes
e current measures to help identify and reduce environmental footprint of ICT use including Al

e international political negotiations about weapons treaties for Al, especially autonomous weapons

The rapid reviews were conducted systematically, and protocols were recorded and submitted alongside the
screened results, and EndNote files were retained with all the extracted results. Bibliographic databases such
as Scopus and Web of Science (and others) were used in the literature searches, alongside further screening
of grey literature (using Overton) and using EUR-LEX, the EU Publications Office catalogue and other
databases European Sources Online. The inclusion/exclusion criteria were discussed with appropriate
members of the Working Group (when necessary), as well as other members of the Literature Review Team.

Full details and search strategies are provided in Annex 5.

Evidence-gathering expert workshops

In line with our quality assurance guidelines, evidence-gathering expert workshops are a vital part of the
rapid evidence review process. Together with the literature reviews, they constitute the main avenue for

evidence gathering from the wider scientific community.
Three evidence-gathering expert workshops were organised to support the evidence review for this topic:

o Key Area 2: The impact of Al on the scientific process: This workshop was held on 15-16
November 2023 as an online meeting. Participants included 18 invited experts, all members of the
SAPEA Working Group, SAPEA representatives and staff, members of the Group of Chief Scientific
Advisors, staff members from the Secretariat, and staff of the European Commission. The workshop

aimed to gather evidence to answer the questions set out in the scoping paper under this key area:
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What is the impact of Al on the scientific process in your area of expertise, and its potential to re-
shape science and its governance practices? What is the impact (positive and negative) of Al on
everyday scientific practice and workflow in your area of expertise? Explore gaps, potential risks,

workflows and checks that could be put in practice in your area of expertise.

o Key Area 3: People: This workshop was held on 7 December 2023 as an online meeting.
Participants included 9 invited experts, members of the SAPEA Working Group, SAPEA
representatives and staff, staff members from the Secretariat, and staff of the European
Commission. The workshop aimed to gather evidence to answer the questions set out in the

Scoping Paper, under this key area:

How can the EU best prepare for the impact and requirements of Al on the education and careers of
the scientists and researchers of today and tomorrow, and what skills and competencies should
education policies prioritise in this context? What are ways to ensure that researchers (at all stages
of their education and professional development) and organisations have sufficient knowledge on
using Al in science (and on related skills such as IT and computing, statistics, data analytics) and
affordable access to infrastructure, data, computing capacity and Al tools and technologies? Which
scientific jobs carry a high risk of being outsourced to Al-based technology; and the impact of Al

(taking over some of researchers’ tasks) on scientific workforce and researchers’ careers?’

o Key Area 4: Policy design: This workshop was held on 10 January 2024 as a hybrid meeting online
and in Brussels. Participants included 9 invited experts, all members of the SAPEA Working Group,
SAPEA representatives and staff, members of the Group of Chief Scientific Advisors, staff members
from the Secretariat and staff of the European Commission. The workshop aimed to gather

evidence to answer the question set out in the Scoping Paper, under this key area:

How can the European Commission accelerate a responsible uptake of Al in science (including
providing access to high quality Al, respecting European values) in order to boost the EU’s
innovation and prosperity, strengthen the EU’s position in science and ultimately contribute to

solving Europe’s societal challenges?

Workshop format

For all 3 evidence-gathering workshops, the workshop format was as follows:

e At the beginning of each workshop day, SAPEA and the Advisors provided an introduction to the
Scientific Advice Mechanism, the topic and the background to the request.

e  One or two working group members were in charge of moderating the talks and discussions for
each day. The invited experts presented evidence about the impact of Al on scientific areas and the
scientific process.

e Each talk was followed by questions and the day ended with a general discussion between all

participants.
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The content of each presentation, the opinions shared by the experts and the discussions are summarised in
workshop reports, in which the names of all participants can be found, along with the workshop

programme. These reports are published along the evidence review report on our website.

Selection of experts

The experts were selected by SAPEA and the member of the SAPEA working group in charge of each
workshop on the basis of scientific excellence and disciplinary requirements as a priority, taking into account

commitment and time availability, and the criteria set out in our strategy of diversity and inclusiveness:

inter- and multidisciplinarity

e involvement in the wider scientific community;
e inclusion of early- and mid-career researchers
e gender balance

e wide geographical coverage, including from Widening countries

The list of areas of expertise that should be covered in the workshop was established in coordination with
the SAM Secretariat and the member of the SAPEA working group in charge of each workshop. Experts
involved in the workshop were selected from the list of nominees for the call for nominations for the topic
(see Annex 2). Additional experts were also identified through desk research by the Academy Networks and

working group members.

Workshop process

Experts received the scoping paper, along with the questions posed in relevant key areas of the scoping
paper, in advance of the workshop. They were asked to present on the scientific topic of interest, related to
their area of expertise. In line with the principle of transparency, workshop expert participants were asked to
declare any conflict of interests and any interest that might be perceived by SAPEA as giving rise to a conflict
of interests in relation to this scientific topic at the beginning of their presentations. Four experts across all
three workshops informed participants about a potential conflict of interests; the existence of the potential

conflict of interest was acknowledged by the participants during the presentation and the discussions.

Experts also received specific instructions about the format of presentations:

e listing the scientific publications cited in the presentations
e preparing the content of the presentation by drawing on their own research but also on their broad
knowledge of the field

e keeping the confidentiality of participants until the publication of the report

The report summarising each workshop was prepared by SAPEA and sent to all experts present for review
before publication. To encourage openness and the sharing of information, the Chatham House rule applied,

and the public summary report was prepared in an anonymous, non-attributed style.
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Peer review

In line with our quality assurance guidelines, we followed a double-blind peer review process. Euro-CASE,
the lead Academy Network for this report, established the areas of expertise needed for peer reviewers

based on the key areas described in the scoping paper, namely scientific process, people, and policy design.

The partner network YASAS compiled a list of experts based on academy and network nominations. YASAS
suggested a list of experts to the SAPEA board based on the areas of expertise defined by Euro-CASE,
complementarity of expertise, expertise that included a broad overview of the field rather than in-depth
knowledge in a narrow field, taking into account gender and geographical balance, and inclusion of early
and mid-career experts. The SAPEA board, excluding Euro-CASE, gave the final approval for the list of peer

reviewers to be invited.

Following these directions, four reviewers accepted the invitation. Of these reviewers, two were female, and
all were mid-career researchers. One was from a Widening country, two from Southern Europe, and one from
Northern Europe and one from Western Europe. Peer reviewers were asked to declare any conflict of
interests and any interest that might be perceived by SAPEA as giving rise to a conflict of interests in relation
to this scientific topic, using a form which was assessed by Euro-CASE and YASAS. No conflict of interest was

detected for any of the peer reviewers.

Responses were received in February 2024, anonymised by YASAS and then shared with Euro-CASE and the
working group. Members of the working group reviewed the responses and agreed on the actions that

should be taken to address them. The draft rapid evidence review report was then revised.

Revisions following peer review

Peer review comments were positive overall. Three of four peer reviewers found that the report satisfactorily
addressed the questions posed in the scoping paper, that the literature cited was up-to-date (some
additional literature sources suggested by the peer reviewers were incorporated into the text by the working
group), that arguments advanced in the report showed the requisite degree of analytical rigour, that
conclusions and policy options were well supported by the scientific evidence, and that there were no signs
of biases or undue influence from individuals or interest groups. One peer reviewer reported a lack of
acknowledgement of the gaps in evidence of Al in arts and culture. However, the working group found this

to be beyond the scope of the report.
In response to comments from the peer reviewers, the working group provided additional clarifications by:

o further clarifying Al as a general-purpose technology, so the general concerns and policies about Al
will also impact Al in science. However, the report focuses on specific concerns for science and not
the impact of Al on society in general

o further contextualising the policy options by acknowledging the scale and complexity of many of

the challenges tackled in the report cannot be easily or quickly resolved
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o clarifying any ambiguity between research in Al and Al in research. The report covers Al in research

and some aspects of research in Al (the aspects that are relevant for Al in research)

The working group also provided additional evidence and emphasis about:

e additional information on LLMs as well as justification for the strong emphasis of the report on
generative Al and LLMs, which are the current state of the art technology in Al

e theimportance of cross-border European collaboration (including non-EU countries which are
strong in Al, such as UK and Switzerland)

e theimpact of Al on the humanities, including further examples and potential for developing new
areas of research. Additional evidence revealed that social sciences and humanities are differently
affected by the uptake of Al: for example, they are less subject to the ‘brain drain’

e the reproducibility ‘crisis’ and the need for standardisation and transparency in reporting

e the consequences of incorporating private solutions into public research (e.g. data cascade)

A few additional references were also added regarding the need for developing soft skills, environmental

protection, FAIR in Al in science, and social inequalities.

After the reviewers’ comments were addressed by the working group, the peer reviewers’ comments, the
working group’s responses and actions were sent to the SAPEA Board, which approved the outcome of the

peer review process.

Plagiarism check

In accordance with the quality assurance guidelines, a plagiarism check on the main report was run by

Cardiff University using Turnitin software.

Publication

This evidence review report is to be handed over to the Group of Chief Scientific Advisors on 25 March 2024.

At the time of writing, it is planned to publish in April 2023, along with the Advisors’ scientific opinion.

The main report will be accompanied by four parallel documents: three expert workshop reports, and one

policy landscape mapping. All documents can be accessed on the SAM website.
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summary

The EU policy landscape document provides an overview of legal acts and preparatory documents relevant
to understanding the approach developed over the years by the EU on Al. Particular focus was given to
preparatory documents made available by the European Commission, as the sole institution with powers of

legislative initiative.

e Thefirst section analyses the texts relevant to the EU policy on Al, from the Digital Single Market
strategy in 2017 to the EU Al Act, as well as the most recent developments on Al liability, Web 4.0
and security.

e The second section focuses on documents relevant to research and innovation as regards Al,
notably the developments in infrastructure sharing and coordination within the European Research
Area, boosting private sector innovation, addressing security and intellectual property concerns,
and the establishment of an Al Office within the European Commission.

e The third section summarises recent European initiatives and texts to support the development of a
pan-European talent pool, high-quality and inclusive digital education and training, and strategies
for universities.

e The fourth section addresses other relevant legislation and policy instruments relevant to Al, such

as data governance, digital services governance, and developing sustainable digital infrastructure.

The narrative has been produced by Frederico Rocha, on behalf of SAPEA’s literature review team. The full

policy landscape is available as a separate document, published on the SAM website.



Annex 5. Literature search
strategies

The SAPEA consortium supports open science practices. The following search strategies were designed in
response to requests for literature reviews made by members of the working group. The strategies show the
date of the search, sources searched, keywords and date limits (if applicable). ‘N’ shows the number of
potentially relevant results that were scanned. Where multiple sources have been searched, a deduplication

process has taken place.

Key area 1, deep dive 1; key area 2, deep dive 2 (rapid review and synthesis of results)

e Key area 1, Vision and foresight: What impetus could Al give to scientific productivity and what
benefits, challenges and risks would Al-enabled research bring to the European innovation
ecosystem and the society as a whole?

o Deepdive 1, Al's disruptive potential: Which scientific domains are experiencing (or could
experience in the near future) the most positive impact of Al-enabled research, and in what areas
does one expect major breakthroughs? Conversely, in which R&l fields is Al not sufficiently
developed yet, also in comparison to other countries?

o Key area 2, Scientific process: What is the impact of Al on the scientific process, and its potential
to re-shape science and its governance practices?

o Deep dive 2, Al's impact on scientific practice: What is the impact (positive and negative) of Al on
everyday scientific practice and workflow (such as on hypothesis generation, experiment design,
monitoring and simulation, scientific publication of research results, intellectual property rights,

etc.)?

Scopus, 02/08/2023, searched by MK

TITLE ( ( "artificial* intelligen*" OR ai OR "machine learning" OR "deep learning"
OR "neural network*" OR "convolutional network*" ) AND ( trend* OR forecast* OR
foresight* OR vision* OR strateg* OR breakthrough* OR impact* OR emerg* OR
innovat* OR novelt* OR disrupt* OR understand* OR discover* OR advances OR
advancement* OR paradigm* OR productiv* OR challeng* OR opportunit* OR benefit* OR
risk* ) AND ( scien* OR research* OR academi* OR scholar* OR studies OR technolog*
OR biotechnolog* OR medic* OR health* OR sociolog* OR humanit* OR economics OR
physics OR chemistry OR nanotechnology OR "climate change" OR robotics ) AND (

review* OR overview* OR survey* OR reflection* OR analys* OR outline* ) )

Retrieved all results for screening. Papers retrieved: 763. Automatically deduplicated in EndNote by author,

year, title. 2 duplicates discarded. Imported the WoS and ACM searches into the same library (see rows
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below). 1169 records after automatic deduplication. An additional 282 records removed during manual

deduplication, resulting in 887 records. The deduplicated library was exported to Rayyan for screening.

Web of Science core collection, 02/08/2023, searched by MK

TI=(("artificial* intelligen*" OR ai OR "machine learning" OR "deep learning" OR
"neural network*" OR "convolutional network*") AND (trend* OR forecast* OR
foresight* OR vision* OR strateg* OR breakthrough* OR impact* OR emerg* OR
innovat* OR novelt* OR disrupt* OR understand* OR discover* OR advances OR
advancement* OR paradigm* OR productiv* OR challeng* OR opportunit* OR benefit* OR
risk*) AND (scien* OR research* OR academi* OR scholar* OR studies OR technolog*
OR biotechnolog* OR medic* OR health* OR sociolog* OR humanit* OR economics OR
physics OR chemistry OR nanotechnolog* OR "climate change" OR robotics) AND

(review* OR overview* OR survey* OR reflection* OR analys* OR outline*))

Retrieved all results for screening. Papers retrieved: 596. Imported into the same library as the Scopus search.

331 references imported, 265 duplicates automatically discarded.

The ACM Guide to Computing Literature, 02/08/2023, searched by MK

Title:(("artificial* intelligen*" OR ai OR "machine learning" OR "deep learning"
OR "neural network*" OR "convolutional network*") AND (trend* OR forecast* OR
foresight* OR vision* OR strateg* OR breakthrough* OR impact* OR emerg* OR
innovat* OR novelt* OR disrupt* OR understand* OR discover* OR advances OR
advancement* OR paradigm* OR productiv* OR challeng* OR opportunit* OR benefit* OR
risk*) AND (scien* OR research* OR academi* OR scholar* OR studies OR technolog*
OR biotechnolog* OR medic* OR health* OR sociolog* OR humanit* OR economics OR
physics OR chemistry OR nanotechnolog* OR "climate change" OR robotics) AND

(review* OR overview* OR survey* OR reflection* OR analys* OR outline*))

Retrieved all results for screening. Papers retrieved: 112. Imported into the same library as the Scopus and

WoS searches. 77 references imported, 35 duplicates automatically discarded.

Web of Science, 19/07/2023, searched by AW

TITLE only:

Artificial intelligence OR AI OR machine learning OR deep learning OR neural

AND Scien* OR Technolog* OR Biotechnolog* OR medic* OR material OR social

AND Emerging OR innovat* OR novelty OR disruptive OR understanding OR discovery OR
advances OR paradigm* OR productiv* OR challenges OR impact

AND Review

Papers retrieved: 88. Scoping search only (search strategy under development).
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Scopus, 25/07/2023, searched by FR

TITLE only: "artificial intelligence” OR ai OR neural OR "machine learning" OR
"deep learning") AND scien* OR technolog* OR research OR academi* OR scholar* AND
emerg* OR innovat* OR discover* OR challeng* OR impact* OR understand* OR disrupt*
OR novelty AND Review AND 2022 AND 2023

Papers retrieved: 78

7 reviews deemed relevant. Full list of retrieved papers and those deemed relevant are available in EndNote
file.
The ACM Guide to Computing Literature, 01/08/2023, searched by MK

Title:(("artificial intelligence” OR ai OR "machine learning" OR "deep learning"
OR "neural network*" OR"convolutional network*") AND (scien* OR research OR
academi* OR scholar* OR technolog* OR biotechnolog* OR medic* OR health* OR
"social science*" OR physics OR chemistry OR nanotechnology OR economics OR
"climate change" OR robotics) AND (emerg* OR innovat* OR novelty OR disrupt* OR
understand* OR discover* OR advances OR advancement* OR paradigm* OR productiv* OR
challeng* OR impact* OR trend* OR opportunit* OR risk* OR foresight OR vision OR
strateg* OR breakthrough* OR benefit*) AND (review OR overview))

Papers retrieved: 33 (+1 correction). 16 (+1 correction) potentially relevant papers. The majority are

healthcare-related.

Overton, 27/07/2023, searched by LE

(title: AI OR "artificial intelligence" OR "deep learning" OR "machine learning")
AND (title: research OR scien*) AND (trends OR opportunities OR challenges OR

impact)

Papers retrieved: n/a. 16 useful reports downloaded on a range of relevant topics. Most are strategic

overviews, trends etc.

Overton, 01/08/2023, searched by LE

title: AI OR "artificial intelligence" AND (foresight OR vision OR strateg*)

Papers retrieved: 213. 10 useful reports downloaded.

Overton, 09/08/2023, searched by LE

title: AI OR "artificial intelligence" AND title: society
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Papers retrieved: 75. 2 useful reports downloaded.

Google, 15/08/2023, searched by AW

Specific search for blogs etc. To explore Deep Dive 1 sub-question on most likely Al breakthroughs:

"AI development trend* 2023" OR "AI breakthrough* 223"

Results retrieved: 4.

Scopus, 29/08/2023, searched by MK

TITLE ( ( "artificial* intelligen*" OR ai OR "machine learning" OR "deep learning"
OR "neural network*" OR "convolutional network*" ) AND ( trend* OR foresight* OR
breakthrough* OR impact* OR innovat* OR novelt* OR discover* OR advances OR
advancement* ) ) AND PUBYEAR > 2020 AND ( LIMIT-TO ( SUBJAREA , "MEDI" ) ) AND (
LIMIT-TO ( DOCTYPE , "re" ) OR LIMIT-TO ( DOCTYPE , "ed" ) OR LIMIT-TO ( DOCTYPE ,
"ch" ) ) AND ( LIMIT-TO ( LANGUAGE , "English" ) )

Papers retrieved: 287. 3 included papers on drug discovery.

Web of Science, 30/08/2023, searched by MK

(TI=("artificial intelligence" or "automation")) AND TI=("systematic reviews").

Limited to >2020 and Review Article, Article, Early Access

Papers retrieved: 9. 3 relevant records downloaded.

Web of Science, 30/08/2023, searched by MK

(TI=("artificial intelligence" or "automat*")) AND TI=("systematic review*").
Limited to >2020 and Article

Papers retrieved: 29. 2 relevant records downloaded.

Web of Science, 31/08/2023, searched by MK

(TI=(chatgpt)) AND TI=(research or academic or scientific or writing or

publishing). Limited to Review Article, Article, Early Access

Papers retrieved: 92. 7 relevant records downloaded.

Web of Science, 31/08/2023, searched by MK

(TI=(alphafold)). Limited to >2020 and Review Article
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Papers retrieved: 12. 4 relevant records downloaded.

Web of Science, 05/09/2023, searched by MK

(TI=(biology) AND TI=("artificial* intelligen*" OR ai OR "machine learning" OR
"deep learning" OR "neural network*" OR "convolutional network*")). Limited to

>2020 and Review Article, Article, Early Access

Papers retrieved: 84. 11 relevant records downloaded.

Proquest, 30/08/2023, searched by LE

Title (AI OR "artificial intelligence" AND title (research* OR scholar* OR
science* OR humanities) AND title (trend* OR challenge* OR development* OR

foresight OR future OR innovation*). Last 3 years

Papers retrieved: 225. 12 selected.

LibrarySearch, 30/08/2023, searched by LE

Title: AI OR "artificial intelligence” AND title: humanities. Since 1/1/2021

Papers retrieved: 150. 7 selected.

Proquest, 06/09/2023, searched by LE

title(AI OR "artificial intelligence" OR "deep learning" OR "machine learning" OR

"neural networks") AND title("social science*")

5 selected.

Proquest, 06/09/2023, searched by LE

title(AI OR "artificial intelligence" OR "deep learning” OR "machine learning" OR

"neural networks") AND title(humanities)

7 selected.

Proquest, 06/09/2023, searched by LE

title(AI OR "artificial intelligence" OR "deep learning" OR "machine learning" OR
"neural networks") AND title("peer review*" OR "research assess*" OR "research

eval*" OR "data manag*")

6 selected.
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Proquest, 06/09/2023, searched by LE

title(AI OR "artificial intelligence" OR "deep learning" OR "machine learning" OR
"neural networks") AND title(author* OR "IP" OR "intellectual property" OR
copyright OR plagiar*). Last 12 months.

Proquest, 12/09/2023, searched by LE

title(data AND manag*) AND title(AI OR "artificial intelligence" OR "deep

learning"” OR "machine learning” OR "neural networks")

4 selected.

Scopus, 18/09/2023, searched by LE

(TITLE(AI OR "artificial intelligence" OR "deep learning" OR "machine learning" OR
"neural network*")) AND (TITLE(publish* OR writ* OR author*)) AND PUBYEAR > 2020
AND PUBYEAR < 2024 AND NOT (correction OR erratum). Limit to articles.

Papers retrieved: 251. 34 selected.

Scopus, 18/09/2023, searched by LE

( TITLE ( research OR scien* AND ( evaluat* OR assess* ) ) ) AND ( TITLE ( ai OR
"artificial intelligence" OR "machine learning" OR "deep learning" OR "neutral
network*" ) ) AND PUBYEAR > 2020 AND PUBYEAR < 2024

Google, 10/10/2023, searched by AW

allintitle:(("artificial intelligence" OR AI) AND (guideline OR guidelines OR
guidance OR recommendations) AND "research"). Limit to 2016-2023

Papers retrieved: not stated. 3 selected.

Google Scholar, 10/10/2023, searched by AW

allintitle:(("artificial intelligence" OR AI) AND (guideline OR guidelines OR
guidance OR recommendations) AND "research"). Limit to 2016-2023

Papers retrieved: 36. 3 selected.

European Tools for Innovations Monitoring TIM, 10/10/2023, searched by AW

ti:(("artificial intelligence"” OR AI) AND (guideline* OR guidance OR
recommendations) AND research). Limit to 2016-2023
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Papers retrieved: 20. 0 selected.

Scopus, 10/10/2023, searched by AW
TITLE ( ( ( "artificial intelligence"™ OR AI ) AND (guideline* OR guidance OR

recommendations ) AND research)). Limit to 2016-2023

Papers retrieved: 38. 1 selected.

Personal communication and hand-searching of UNESCO website, OECD website, SIENNA codes and
guidelines, 10/10/2023, searched by AW

4 selected.

Key area 3 (rapid review and synthesis of results)

Web of Science, 02/11/2023

1 TS=((AI OR "artificial intelligence"))

2 TS=((skill* OR competenc* OR literacy))

3 TS=((teach* OR instruct* OR train* OR educat*))
4 TS=((research* or scien*))

5 #1 AND #2 AND #3 AND #4

Limited to 2022 and 2023

Number of records: 635.

ERIC via Proquest, 03/11/2023

(AI OR "artificial intelligence™)

AND (skill* OR competenc* OR literacy)

AND (teach* OR instruct* OR train* OR educat*)
AND (research* or scien*)

Limited to 2022 and 2023

Number of records: 210.

Overton, 03/11/2023

AT OR "artificial intelligence" AND (training OR skill* OR reskill* OR job* OR
work* OR career* OR competenc* OR labour OR labor OR profession* OR talent OR
litera*) AND (research* OR scien* OR universit* OR education). Limited to 2020 to

2023. First 20 pages of hits.
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Over 100 pages of hits. Went through first 20 pages.

Web of Science, 08/11/2023

1 TS=(artificial* intelligen* OR ai OR automation)

2 TS=(((job OR labo$r) NEAR/3 (loss* OR market* OR risk OR force)) OR staff cut*

OR redundanc* OR "laid off" OR "lay off*")

3 TS=(scien* OR research* OR academi* OR graduate* OR R& OR R+D OR RTD)
4 #1 AND #2 AND #3

Limited to 2022 and 2023

Number of records: 208.

Google Advanced Search, 14/11/2023

'Research*development framework' OR 'research* training' limited to Germany,

Finland, France, Italy or Netherlands and the past 12 months.

Top 10 hits for each search string were browsed.

Web browse for Al courses, 07/11/2023 and 14/11/2023:
o ellis/elise
o Coursera
e  FuturelLearn Al courses
e edX
e Springboard
e  MyMOOC

Browsed courses for a sample of relevance as an Al-introductory course for researchers. 200 viewed, 13

selected.

Key area 4 (rapid review and synthesis of results and additional focused questions)

Scopus & Web of Science #1, 20/11/2023, searched by FR

"artificial intelligence" AND ( scien* OR innovation OR research ) AND (
responsible* OR uptake OR integrity )
Title only.

25 papers retrieved after de-duplication. 11 papers selected after screening.
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Scopus & Web of Science #2, 28/11/2023, searched by FR

"research exception"
Title & Abstract. 2016-2023

20 papers retrieved after de-duplication. 5 papers selected after screening.

Scopus & Web of Science #3, 29/11/2023, searched by FR

"responsible science"
Title only. 2016-2023

27 papers retrieved after de-duplication.

Google #3, 11/12/2023, searched by FR

"artificial intelligence" AND ("responsible science" OR "research exception")

Overton #3, 11/12/2023, searched by FR

"artificial intelligence" AND "responsible science”
2020-2023

Scopus & Web of Science #4, 02/01/2024, searched by FR

"research exception" AND ( gdpr OR cdsm OR "data protection" OR "data mining" OR
"text mining" )

Text & Abstract

8 papers retrieved after de-duplication. 5 papers selected after screening.

Google #4,02/01/2024, searched by FR

"research exception" gdpr data protection

4 papers retrieved after de-duplication. 4 papers selected after screening.

Scopus & Web of Science #5, 03/01/2024, searched by FR

( "copyright in the digital single market" OR cdsm ) AND "mining"

14 papers retrieved after de-duplication. 14 papers selected after screening.

Google #5, 03/01/2024, searched by FR

data text mining exception copyright europe*
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4 papers retrieved after de-duplication. 4 papers selected after screening.

Scopus & Web of Science #6, 05/01/2024, searched by FR
( "open science" OR "open access" ) AND ( access OR reuse OR re-use ) AND

copyright AND ( research OR science ) AND europe*

165 papers retrieved after de-duplication. 13 papers selected after screening.

Cardiff University library search, 02/01/2024, searched by AW
(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*

OR large tech*) In 2021 to 2024

165 papers retrieved after de-duplication. 1 paper selected after screening.

ABI/INFORM via Proquest, 02/01/2024, searched by AW

(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*
OR large tech*) In 2021 to 2024. Limited to scholarly journals. Noted: Masses in

newspaper articles and magazines (>1090)

5 papers retrieved after de-duplication. 2 papers selected after screening.

Business Source Premier via EBSCO, 02/01/024, searched by AW

(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*
OR large tech*) In 2021 to 2024. Limited to scholarly journals. Noted: Masses in

newspaper articles and magazines (>1090)

7 papers retrieved after de-duplication. 1 paper selected after screening.

Cardiff University library search, 02/01/2024, searched by AW

(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*
OR large tech*) AND (significan* OR impact OR reach OR extent OR dominan*) TI/ABS
2021-2024

9 papers retrieved after de-duplication. 1 paper selected after screening.

ABI/INFORM via Proquest, 02/01/2024, searched by AW

(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*
OR large tech*) AND (significan* OR impact OR reach OR extent OR dominan*) TI/ABS
2021-2024
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185 papers retrieved after de-duplication. 5 papers selected after screening.

Business Source Premier via EBSCO, 02/01/024, searched by AW

(AI OR artificial intelligence) AND (global industr* OR tech* giant* OR big tech*
OR large tech*) AND (significan* OR impact OR reach OR extent OR dominan*) TI/ABS
2021-2024

238 papers retrieved after de-duplication. 7 papers selected after screening.

Google Scholar, 04/01/2024, searched by AW

((ethic*AND (principles OR standard* OR advice OR rules)) OR code of conduct OR
helsinki) AND (human AND (dignity OR rights OR subject*)) AND (EU OR Europe*)
2021-2024

Human rights AND biomedicine AND (EU OR Europe*) 2021-2024

Research AND ethic* AND (EU or Europe*) 2022-2024

Browsed 50 most relevant from each search. 2 selected after screening.

Dimensions, 05/01/2024, searched by AW

((ethic*AND (principles OR standard* OR advice OR rules)) OR code of conduct OR
helsinki) AND (human AND (dignity OR rights OR subject*)) AND (EU OR Europe*)
2021-2024

Human rights AND biomedicine AND (EU OR Europe*) 2021-2024

Research AND ethic* AND (EU or Europe*) 2022-2024

Browsed 50 most relevant from each search. 1 selected after screening.

European Sources Online, 04/01/2024, searched by AW

Browsed with terms from above. 1 selected after screening.

Eurlex, 04/01/2024, searched by AW

Searches with terms from above (eg “research ethics” AND human). Complex searches not permitted. 6

selected after screening.

Website of European Group on Ethics in Science and New Technologies, 04/01/2024, searched by AW

Browsed. 3 selected.

Website of European Research Council, 05/01/2024, searched by AW

Browsed. 1 selected.
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Links from other relevant publications

References from relevant publications. 2 selected.

LibSearch, 03/01/2024, searched by LE

Big tech AI

18 selected after screening.

Sources of funding from the private and public sector into Al research and evaluation

of large, publicly funded research structures and their outcomes

Research funding

Overton, 18/01/2024, searched by MK

("academic research" or "academie" or "university" or "universities" or "public

sector") and (ai or "artificial intelligence") and (funding or investment) > 2020

44 768 hits. Downloaded relevant results from the first 3 pages.

Overton, 24/01/2024, searched by LE

AT OR "artificial intelligence" AND (invest* OR fund*)

Known to research team

European Commission (2023). Al in Science Harnessing the power of Al to accelerate discovery and foster

innovation.
Research infrastructure

Known to research team

e Characteristics and regional coverage of the European Digital Innovation Hubs network

e Sectorial Al Testing and Experimentation Facilities under the Digital Europe Programme

e  Commission Implementing Decision (EU) 2023/1534 of 24 July 2023 selecting the entities forming

the initial network of European Digital Innovation Hubs in accordance with Requlation (EU)

2021/694 of the European Parliament and of the Council

Overton, 24/01/2024, searched by LE

AI OR "artificial intelligence" AND infrastructure. Last 3 years.
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Rapid literature searches

In addition, rapid literature searches were conducted on the following:

e current measures to help identify and reduce environmental footprint of ICT use including Al
e international political negotiations about weapons treaties for Al, especially autonomous weapons

e industry collaboration on published papers
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