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Abstract

Sea ice plays a critical role in the Arctic by providing habitats, buttressing tidewater glaciers,
stabilising ocean currents and regulating the Earth’s climate by reflecting solar radiation, all of
which can have a ripple effect on global weather patterns. The Arctic is experiencing unprece-
dented change, and warming of the Arctic is occurring faster than the rest of the planet. About
half of the sea ice area in the Arctic has been lost since satellite monitoring began 40 years ago,
and the region now contains predominantly younger sea ice. One consequence of the dimin-
ishing sea ice is increased precipitation (more snow in the winter season and more rain events
in the summer), which has unknown implications for the energy budget of the Arctic sea ice
system. To improve the modelling and monitoring of Arctic sea ice and reduce uncertainties in
predictions, we first need to understand internal processes occurring in the snow that influence
energy budget components.

While the inaccessibility of this region means there is a lack of ground-truth measurements,
in 2019−2020, an expedition to the Arctic (the MOSAiC expedition) opened opportunities for
scientists to conduct a year-long interdisciplinary study on the Arctic sea ice. This thesis focuses
on the influence of snow microstructure on energy exchanges through data collected during this
year-long expedition. We outline the importance of snow in the Arctic sea ice system whilst
conducting a process study using in-situ data to better understand energy exchanges.

One component of the energy budget is the ground heat flux: the transfer of heat through
the snow on sea ice. Thermal conductivity and resistance of the snow cover are the main pa-
rameters influencing heat transfer and sea ice growth during winter. Various measurements and
parametrisations of thermal properties exist, but an assessment of the entire seasonal evolution
of thermal conductivity and snow resistance is hitherto lacking. Using the comprehensive snow
data set from the MOSAiC expedition, we have evaluated for the first time the seasonal evo-
lution of the snow’s thermal conductivity and thermal resistance on different ice ages (leads,
first and second-year ice) and topographic features (ridges). We found that seasonality is not a
prominent feature of thermal conductivity, and there is an overestimation of thermal conductiv-
ity in large-scale climate models. We suggest testing alternative values of thermal conductivity
(measured in situ using X-ray microcomputer tomography) and that sea ice models treat level
and ridged ice separately (we found approximately three times higher thermal resistance on
ridges). We confirm that the spatial variability of the snow cover is vertically and horizontally
large.

The insulative properties of the snow result in high-temperature gradients through the high-
Arctic snowpack. These extreme temperature gradients produce large vapour fluxes in the
snowpack. Our isotopic analysis changes the discourse of the origin of snow on sea ice. We no
longer think of the snow as purely "atmospherically sourced", as our analysis revealed "ocean
sourced" snow (a result of sublimation of the sea ice surface) is also present across the Arctic sea
ice contributing to 28 % of the snow cover. This finding has identified sources of uncertainty
in precipitation estimates (when comparing modelled precipitation to snow water equivalent
measured in situ), the heat transfer through the ice and snow (a highly-conductive material is
being replaced by a highly-insulating material), and the snow’s chemical composition (a better
understanding of the source of sea salt aerosols and the contribution of a snowpack molecular io-
dine source to Arctic ozone destruction). This new understanding and the suggestion to include
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vapour flux in large-scale sea ice models have the opportunity to reduce major uncertainties in
sea ice modelling.

In summer, the snow melts away to reveal another porous structure originating from melting
sea ice: the surface scattering layer (SSL). The SSL effectively backscatters solar radiation and
keeps the surface albedo of melting ice relatively high compared to the ice with the SSL manually
removed. Albedo measurements provide information on how the SSL partitioned incoming
shortwave radiation (i.e. how much radiation is absorbed, reflected and transmitted). This
information is pivotal to improving climate model parameterisations of sea ice melt. However,
the relationship between the physical and optical properties of the SSL is still poorly constrained.
Until now, radiative transfer models have been the only way to infer the microstructure of the
SSL. This thesis documents the unmeasured microstructural properties of melting sea ice and
related this to the optical properties. We show that the SSL has a highly anisotropic, coarse,
and porous structure, with a small optical diameter and density at the surface, increasing
with depth. The SSL regenerates as the melting surface ablates, maintaining some aspects of
its microstructure throughout the melt season. This study tested current radiative transfer
models, typically used for snow, and their ability to model the albedo of the SSL. Compared to
in situ albedo measurements, the radiative transfer model produced a 10 to 15 % overestimation
of the reflectance at 850 nm. This is likely due to either 1) spatial variability at the meter scale
is relevant and unaccounted for in the model or 2) an alternative modelling approach is needed
using either a ray-tracing approach or using a model that considers anisotropy as opposed to
estimating the structure as spheres in discrete layers.
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Résumé

La banquise joue un rôle essentiel dans l’Arctique en fournissant des habitats, en soutenant les
glaciers de marée, en stabilisant les courants océaniques et en régulant le climat de la Terre via
le réfléchissement du rayonnement solaire, et tous ces mécanismes peuvent influencer à leur tour
les régimes météorologiques mondiaux. L’Arctique connaît des changements sans précédent, et
le réchauffement de l’Arctique est plus rapide que celui du reste de la planète. Environ la moitié
de la superficie de la banquise dans l’Arctique a été perdue depuis le début de la surveillance par
satellite il y a 40 ans, et la région contient maintenant principalement de la banquise plus jeune.
L’une des conséquences de la diminution de la banquise est l’augmentation des précipitations
(davantage de neige en hiver et de pluies en été), ce qui a des répercussions inconnues sur le bilan
énergétique du système de banquise arctique. Pour améliorer la modélisation et la surveillance
de la banquise arctique et réduire l’incertitude des prévisions, nous devons d’abord comprendre
les processus internes qui se produisent au niveau de la neige et qui influencent les composantes
du bilan énergétique.

Alors que l’inaccessibilité de cette région explique en partie le manque de mesures sur le
terrain, en 2019−2020, l’expédition MOSAiC a permis de mener une étude interdisciplinaire
d’un an sur la banquise arctique. Cette thèse se concentre sur l’influence de la microstructure
de la neige/SSL sur les échanges énergétiques à travers les données collectées pendant cette
expédition d’un an. Nous soulignons l’importance de la neige dans le système de la banquise
arctique et menons une étude des processus affectant les échange d’énergie à partir des données
in-situ étape de base si l’on veut améliorer la surveillance et la modélisation de l’Arctique.

L’une des composantes du bilan énergétique est le flux thermique, autrement dit le transfert
de chaleur à travers la neige présente sur la banquise. Ce transfert de chaleur (conductivité
thermique) et la résistance de la couverture neigeuse sont les principaux paramètres influençant
la croissance de la banquise en hiver.

Les mesures et paramétrages des propriétés thermiques ont fait l’objet de nombreuses études,
mais une évaluation de l’évolution saisonnière complète de la conductivité thermique et de la
résistance de la neige fait jusqu’à présent défaut. En utilisant la totalité des données collectées
durant l’expédition MOSAiC, nous avons évalué pour la première fois l’évolution saisonnière de
la conductivité thermique et de la résistance thermique de la neige, et ce sur des banquises d’âge
varié (chenaux, glace de première et deuxième année) et en tenant compte du relief (crêtes).
Nous avons constaté que les valeurs actuelles de la conductivité thermique utilisées dans les
modèles climatiques à grande échelle peuvent être surestimées. Nous suggérons d’autres valeurs
de conductivité thermique (mesurées in situ à l’aide de la tomographie au rayons X assistée par
ordinateur) et proposons que la modélisation de la banquise différencie les crêtes du reste de
la banquise (nous avons trouvé une résistance thermique environ trois fois plus élevée sur les
crêtes). Nous confirmons que la variabilité spatiale de la couverture neigeuse est importante
verticalement et horizontalement.

Les propriétés isolantes de la neige entraînent des gradients de température élevés dans le
manteau neigeux de l’Arctique. Nous avons découvert que les gradients de température extrêmes
produisent d’importants flux de vapeur dans le manteau neigeux. Cette nouvelle compréhension
grâce à l’analyse isotopique change le discours sur l’origine de la neige sur la banquise. Nous ne
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pensons plus que la neige est purement « d’origine atmosphérique », car notre analyse a révélé
que la neige « d’origine océanique » (provenant de la sublimation de la surface de la banquise)
contribue à 28 % de la couverture neigeuse. Cette découverte a permis d’identifier une source de
sous-estimation des précipitations (par rapport à l’équivalent en eau de la neige mesuré in situ),
le transfert de chaleur à travers la glace et la neige (car un matériau hautement conducteur
est remplacé par un matériau hautement isolant), et la composition chimique de la neige sur
la banquise (grâce à une meilleure compréhension de la source des aérosols de sel marin et de
la contribution d’une source d’iode moléculaire du manteau neigeux à la destruction de l’ozone
arctique). Cette nouvelle compréhension et notre suggestion d’inclure les flux de vapeur dans la
modélisation à grande échelle de la banquise permettraient de réduire des incertitudes majeures
dans la modélisation de la banquise.

En été, la neige fond pour révéler une autre structure poreuse provenant de la fonte de
la banquise: « surface scattering layer » (SSL). La SSL renvoie efficacement le rayonnement
solaire et maintient l’albédo de surface de la banquise qui fond à un niveau relativement élevé
par rapport à la banquise dont la SSL a été retirée manuellement. Les mesures de l’albédo
fournissent des informations sur la façon dont le rayonnement de courte longueur d’onde entrant
est distribué par la SSL et ont été essentielles pour améliorer les paramétrages des modèles
climatiques. Cependant, la relation entre les propriétés physiques et optiques de la SSL est
encore mal définie. Jusqu’à présent, les modèles de transfert radiatif ont été la seule façon de
déduire la microstructure de la SSL. Nous avons documenté les propriétés microstructurelles non
mesurées de la banquise fondante et les avons reliées aux propriétés optiques. Nous montrons
que la SSL a une structure très anisotrope, grossière et poreuse, avec un petit diamètre optique
et une faible densité à la surface et qui augmente avec la profondeur. Lorsque la surface fond,
la SSL se régénère, conservant certains aspects de sa microstructure tout au long de la saison de
fonte. Cette étude a testé les modèles de transfert radiatif actuels, généralement utilisés pour la
neige, et leur capacité à modéliser l’albédo de la SSL. Comparé aux mesures in situ de l’albédo, le
modèle de transfert radiatif a produit une surestimation de 10 à 15 % de la réflectance à 850 nm.
Cela est probablement dû au fait que 1) la variabilité spatiale à l’échelle du mètre est pertinente
et non prise en compte dans le modèle ou 2) une autre approche de modélisation est nécessaire
en utilisant soit une approche de traçage de rayons au lieu de résoudre explicitement l’équation
du transfert radiatif, soit un modèle qui prend en compte l’anisotropie au lieu d’estimer la
structure comme des sphères dans des couches discrètes.
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Zusammenfassung

Meereis spielt in der Arktis eine entscheidende Rolle. Es bietet Lebensraum, unterstützt
die Gezeitengletscher, stabilisiert die Meeresströmungen und durch die Reflexion der Sonnen-
strahlung wird das Erdklima reguliert. Das wirkt sich unter anderem auf die globalen Wetter-
muster aus. Gegenwärtig ist die Arktis einem beispiellosen Wandel unterworfen, und sie erwärmt
sich schneller als der Rest der Erde. Seit dem Beginn der Satellitenmessungen vor 40 Jahren ist
etwa die Hälfte der Meereisfläche in der Arktis verschwunden, und das Meereis hat sich stark
verjüngt. Dadurch hat sich der Niederschlag verstärkt (mehr Schnee im Winter und mehr Regen
im Sommer). Allerdings die Auswirkungen auf den Energiehaushalt des arktischen Meereissys-
tems weitgehend unbekannt. Eine verbesserte Modellierung und Überwachung des arktischen
Meereis und verringerte Unsicherheiten bei Vorhersagen bedingen ein besseres Verständnis der
internen Prozesse im Schnee, welche die verschiedenen Komponenten des Energiehaushalts stark
beeinflussen.

Durch die Unzugänglichkeit dieser Region fehlt es an verlässlichen Messungen. 2019−2020
eröffnete die MOSAiC-Expedition den Wissenschaftlern die Möglichkeit eine einjährige inter-
disziplinäre Studie im arktischen Meereis durchzuführen. Diese Arbeit konzentriert sich auf den
Einfluss der Mikrostruktur von Schnee und Schmelzschicht auf den Energieaustausch basierend
auf den Daten, die während dieser einjährigen Expedition gesammelt wurden. Wir zeigen mit-
tels Prozessstudien die Bedeutung des Schnees für den Energiehaushalt auf, und machen damit
einen ersten Schritt für eine verbesserte Überwachung und Modellierung.

Ein Element der Strahlungsbilanz ist der Bodenwärmestrom, hier die Übertragung von
Wärme durch den Schnee auf das Meereis. Wärmeleitfähigkeit und Wärmewiderstand der
Schneedecke sind die wichtigsten Parameter, die das Wachstum des Meereises im Winter bee-
influssen. Es gibt verschiedene Messungen und Parametrisierungen der thermischen Eigen-
schaften, aber die saisonale Entwicklung von Wärmeleitfähigkeit und -widerstand fehlt. Mit dem
umfassenden Schneedatensatz der MOSAiC-Expedition konnten wir erstmals die jahreszeitliche
Entwicklung der Wärmeleitfähigkeit und des Wärmewiderstands auf verschiedenen Eistypen
(Rinnen, ein- und zweijährigem Eis) und topographischen Merkmalen (Presseisrücken) auswerten.
Wir haben herausgefunden, dass die derzeit angenommenen Werte der Wärmeleitfähigkeit,
welche in grossmassstäblichen Klimamodellen verwendet werden, möglicherweise zu hoch sind.
Unsere neuen Messungen, die auf der mit Röntgen-Computertomographie gemessenen Mikrostruk-
tur beruhen, ergeben deutlich niedrigere Werte. Presseisrücken haben einen bis zu dreimal
höheren Wärmewiderstand, und sollten deshalb gesondert von flachem Eis behandelt werden.
In allen Messungen zeigte sich, dass die vertikale und horizontale Variabilität sehr gross ist.

Der isolierende Schnee führt in der hocharktischen Schneedecke zu hohen Temperaturgradi-
enten. Diese hohen Temperaturgradienten erzeugen in der Schneedecke einen grossen Dampf-
fluss. Mittels der Analyse der stabilen Wasserisotope konnten wir ein neues Verständnis über
den Ursprung des Schnees auf dem Meereis gewinnen. Wir können den Schnee nicht mehr als
rein atmosphärischen Schnee betrachten, denn unsere Analyse hat gezeigt, dass auch Schnee
aus dem Ozean, welcher durch Sublimation der Meereisoberfläche entsteht, auf dem arktischen
Meereis vorhanden ist und 28% der Schneedecke ausmacht. Mit dieser Erkenntnis findet sich
eine Ursache für die Unterschätzung des Niederschlags (beim Vergleich mit dem in situ gemesse-
nen Schneewasseräquivalent), für die Änderung der Wärmeübertragung durch Eis und Schnee
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(ein gut leitendes Material wird durch ein isolierendes Material ersetzt) und die chemische
Zusammensetzung des Schnees auf dem Meereis (durch ein besseres Verständnis der Quelle von
Meersalzaerosolen und damit einer molekularen Jodquelle, welche das arktische Ozon reduziert)
aufgezeigt. Diese neuen Erkenntnisse zur Schneemetamorphose sollten grosse Unsicherheiten bei
der Meereismodellierung verringern.

Im Sommer schmilzt der Schnee und gibt danach die schmelzende Eisschicht frei, welche aber
durch die hohe Kristallinität porös bleibt. Dieses Schmelzschicht heisst englisch "surface scatter-
ing layer (SSL)", was sich mit Oberflächenstreuschicht übersetzen lässt. Die SSL streut ähnlich
wie Schnee die Sonnenstrahlung zurück und behält die Albedo des schmelzenden Eises vergle-
ichsweise hoch im Vergleich zu Meereis, bei welchem die SSL manuell entfernt wurde. Spektrale
Albedo-Messungen zeigen, wie die kurzwellige Strahlung durch die SSL aufgeteilt wird, womit
die Parametrisierung von Klimamodellen wesentlich verbessert wird. Die Beziehung zwischen
den physikalischen und optischen Eigenschaften der SSL ist jedoch immer noch nicht ausre-
ichend geklärt. Bis jetzt wurden Strahlungstransportmodelle mittels empirischer Parameter für
die SSL angepasst. Wir haben die bisher nicht gemessenen mikrostrukturellen Eigenschaften
des schmelzenden Meereises gemessen und diese mit den optischen Eigenschaften in Beziehung
gesetzt. Wir konnten zeigen, dass die SSL eine stark anisotrope, grobe und poröse Struktur
hat, mit einem kleinem optischen Durchmesser und einer geringen Dichte an der Oberfläche,
welche mit der Tiefe zunimmt. Das schmelzende Eis regeneriert die SSL und behält die meisten
Eigenschaften ihrer Mikrostruktur während der gesamten Schmelzperiode bei. Wir verglichen
ein aktuelles Strahlungstransportmodell für Schnee auf seine Fähigkeit die Albedo der SSL
zu modellieren. Im Vergleich zu den Albedo-Messungen vor Ort ergab das Strahlungstrans-
fermodell eine um 10 bis 15% zu hohe Reflexion bei 850 nm. Dies ist wahrscheinlich darauf
zurückzuführen, dass entweder die räumliche Variabilität auf der Meterskala relevant ist und
im Modell nicht berücksichtigt wird oder ein alternativer Modellierungsansatz erforderlich ist.
Dazu könnte ein Ray-Tracing-Ansatz unter Berücksichtigung der genauen Geometrie anstelle
des Strahlungstransfermodell mit einer idealisierten, auf Kugeln beruhenden, Struktur in Frage
kommen.
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Chapter 1

Introduction

Sea ice plays a critical role in the Arctic and Antarctic by providing habitats, buttressing
tidewater glaciers, stabilising ocean currents and regulating the Earth’s climate by reflecting
solar radiation, all of which have a ripple effect on global weather patterns. In recent years, there
has been a significant decline in sea ice in the Arctic due to climate change, causing concern
among scientists and policymakers [3]. We are currently observing a "new" Arctic, which consists
of younger (more first-year ice; sea ice of not more than one winter’s growth, and less multi-
year ice; ice that has survived at least one melt season) [4, 5], faster (the drift of the sea ice is
increasing) [6], thinner [7], weaker and more saline ice [8]. This has implications throughout the
entire Arctic ecosystem. As a result, we are observing more ice deformation [9], habitat loss [10],
atmospheric instability [11], ocean current instability [12] and changed biogeochemical fluxes
[13]. The increased ice deformation combined with sea ice decline brought about more areas of
open water, an increasing amount of evaporation from the ocean, and increased precipitation
in the new Arctic [14]. The consequence of the increased precipitation could result in either a)
more snowfall events (providing more insulation, higher albedo and an increased likelihood of
flooding of the sea ice surface causing saline snow [15]), or b) more rainfall (drastically altering
the snow microstructure and decreasing albedo of the sea ice system [16]). Recent studies are
identifying an increasing amount of rain on snow events [16] and the onset of rain earlier in
the season. Additionally, modelling studies show a projected shift in the seasonal snowfall cycle
with a decrease in snow depth associated with sea ice loss [17, 18], and monitoring of Arctic
snow conditions show that some regions have exhibited a decrease in snow depth due to later
sea-ice formation in autumn [19].

Heterogeneity of snow depth and density contributes a) up to 70 % of the total uncertainty
in Arctic sea ice thickness retrievals from airborne and spaceborne measurements and b) un-
certainty in the heat transfer from the Arctic Ocean to the atmosphere due to its spatially
varying insulating properties [20]. As a result, it is measured to be one of the most significant
uncertainties in global climate models [21, 22, 23]. To reduce these uncertainties and improve
monitoring and modelling techniques, we must first understand the small-scale processes influ-
encing the energy budget in this delicate region. The lack of ground-truth measurements has
been a primary source of uncertainty in this region. Models often have to estimate input pa-
rameters based on very little data. Due to the rapid changes in this region, previous expeditions
and in situ measurements are also becoming outdated.
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1.1 The Arctic energy budget

The Arctic energy budget is the total of all energy flows into and out of the Arctic from all
sources and is an essential factor in the Arctic climate system. Snow is the interface between
the ice and the atmosphere, and as a result, it significantly influences the fluxes across the
Arctic sea ice-atmosphere boundary. The total heat energy stored in this snow surface layer is
the combination of a) the net surface energy, or net radiation (seasonality is shown in Figure
1.1c), b) ground heat flux, c) sensible heat flux and d) latent heat flux [24]. Net solar radiation
is the difference between the absorption and reflection of shortwave and longwave radiation.
Sensible heat flux is the heat transfer from the surface to the atmosphere, and latent heat flux
is the heat transfer from the atmosphere to the surface. These two components are known
as turbulent heat fluxes. Finally, the ground heat flux is energy loss by heat conduction.
These components interact in complex ways, and depending on the season, we have different
contributions from each component to the overall energy budget. The downward shortwave
radiation, downward longwave radiation, net radiation and surface energy budget for one year
is presented in Figure 1.1c for the MOSAiC expedition (details given in Section 1.3.2). In
the winter months, we have no incoming (downward) solar shortwave radiation due to polar
night (Figure 1.1a), so the downward longwave (Figure 1.1b) is dominating the net radiation
component. This thesis investigates the impact of snow microstructure on the other three major
energy budget components whilst studying this surface layer’s seasonal, regional and general
variability.
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Figure 1.1: The energy budget measured from the MOSAiC expedition 2019−2020. Figure
adapted from: [25] “Comparison between Multidisciplinary drifting Observatory for the Study
of Arctic Climate (MOSAiC) and climatological surface energy fluxes. The comparison presents
time series of surface fluxes (W m−2) of (a) downward shortwave radiation, (b) downward
longwave radiation, (c) net [solar] radiation, and (d) surface energy budget (SEB) at Polarstern
position and based on ERA5 (average over the four nearest grid points). Red line: MOSAiC
year, black line: median over 1979–2019, dark grey shading: interquartile range, blue lines:
5th and 95th percentiles, and light grey shading: minimum–maximum range from 1979 to 2019
data. The 5th and 95th percentiles from the recent 2010–2019 period are shown with green lines
and indicate the full range of this period’s data. Based on hourly data, 24-h running means
are plotted. The abrupt increase of net radiation (and thus SEB) at the beginning of June is
associated with the parking of Polarstern in the ice-free fjord of Svalbard between MOSAiC
Leg 3 and Leg 4. The abrupt decrease of SEB at the end of September is associated with a
temporary reduction of sea-ice concentration near the ice edge in the Fram Strait and large
upward turbulent heat fluxes.” https://doi.org/10.1525/elementa.2021.00023.f2

1.1.1 Ground heat flux

As mentioned above, ground heat flux is energy loss by heat conduction. The thermal properties
of snow play an essential role in the Arctic sea ice system by acting as an insulating layer and
reducing sea ice growth. The thermal conductivity of a material is a measure of its ability to
conduct heat. The thermal conductivity of snow is highly dependent on the (highly variable)
microstructure (discussed in Section 1.2). There are three potential processes of heat transfer
through the snow: i) conduction through the ice grains, ii) conduction, convection, and radiation
across air spaces, and iii) water vapour diffusion between the ice grains [26]. Conduction occurs
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when heat is transferred through direct contact between two objects. In the case of snow on
sea ice, the ice grains act as the conductor, transferring the heat from the sea ice below to
the atmosphere above. Convection occurs when heat is transmitted through the movement of
vapour or air between the snow crystals. In the case of snow on sea ice, the warmer sea ice
surface often results in vapour moving upwards through the snow, transferring heat from the
warm ocean to the atmosphere. Thermal conductivity is a function of snow density and spatial
heterogeneity. As a result, snow accumulation and snow stratigraphy in winter directly influence
the mass balance and, consequentially, the energy balance of sea ice. Various measurements and
parametrisations of thermal properties exist, but an assessment of the entire seasonal evolution
of thermal conductivity and snow resistance is hitherto lacking. This is a critical assessment to
understand how a “new” Arctic with younger ice and more precipitation will influence future
sea ice growth in winter.

In summer, heat transfer through the ice via conduction is less prominent as the atmosphere
above the sea ice surface is close to 0 oC and the underlying ocean is -1.8 oC, and as a result,
the sea ice has a very low-temperature gradient or even experiences an isothermal state. The
summer season energy budget is discussed in more detail below.

1.1.2 Latent heat

Snow is a dynamic material and, when a temperature gradient is applied, undergoes a process
called metamorphism. Metamorphism is the sublimation of the ice and deposition on the
opposing surface. Latent heat is a substance’s energy released or absorbed during a state change.
As snow undergoes metamorphism, it changes from solid to vapour and takes latent heat from
its surroundings. This energy breaks the bonds between the ice molecules and converts them
from solid to gas, producing vapour and mass fluxes in the snow cover. In the Arctic, we have
extreme temperature gradients in the snowpack in the range of 100 ± 50 K m−1 [27] between the
sea ice surface and the atmosphere, with typical atmospheric temperatures between −20 oC to
−40 oC and stable ocean temperatures at approximately −1.8 oC. Warm air intrusions in spring
temporarily reverse the temperature gradient. Still, generally, there is a constant temperature
gradient direction in winter where the sea ice interface is warmer than the atmosphere. Typical
depth hoar has been reported to form from the metamorphism of snow subjected to temperature
gradients of >20 K m−1 [28, 29, 30], so these extreme temperature gradients on Arctic sea ice
produce perfect conditions for snow metamorphism. Stable water isotopes can be used to
understand the origin and changes within a snowpack caused by sublimation and deposition
[31, 32, 33, 34, 35, 36]. However, isotope analysis has never been conducted for snow on sea
ice in the high Arctic during winter. Consequently, we know little about the internal processes
occurring in the snow cover.

As we transition into summer, latent heat also results in snow and ice melt. The amount of
latent heat released in summer is a result of the net positive surface radiation, which leads to
the final component of this thesis:

1.1.3 Net surface radiation

Radiation occurs when heat is transferred through electromagnetic waves, such as the sun’s
rays. For half of the year, during the polar night, there is no shortwave radiation in the Arctic.
In the other half, shortwave radiation is the dominant energy source for 24 hours of the day. As
we transition from winter into summer, snow on sea ice reflects solar energy instead of allowing
it to be absorbed by the underlying sea ice. This reflection prevents sea ice from melting during
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the early summer months. Albedo measures how much incoming solar radiation is reflected on
a scale from 0 to 1. The albedo of snow, melting sea ice and melt ponds are essential input
parameters for large-scale modelling of sea ice melt. This modelling is critical in estimating the
Arctic’s freshwater source (pivotal to the Arctic ecosystems).

Snow on sea ice has a much higher albedo (0.70 to 0.90) than the underlying sea ice (which
ranges from 0.60 to 0.75). This higher albedo of snow helps to slow the melting of sea ice
and allows the sea ice environment to remain cooler and more stable. A thicker snow layer
can reduce the amount of solar radiation absorbed by the ice, resulting in a cooler surface
temperature and slower melting. However, snow on Arctic sea ice is seasonal, meaning that
after each winter, all the snow on level ice melts away to reveal the underlying ice. As a
result, the incoming shortwave radiation directly melts the sea ice in summer. An exciting
feature of sea ice is its internal brine channels that form during the ice’s freezing process in the
winter. As we transition to summer and all the snow melts away, these internal brine channels
undergo preferential melt, and we observe a highly porous surface appearing. The landscape
looks like snow, but on closer inspection of the microstructure, we have a pillared structure
originating from the melting sea ice (Chapter 5). This porous, melting sea ice is called the
surface scattering layer (SSL) throughout this thesis. We have a good understanding of the
SSL’s albedo and optical properties over the seasonal sea ice melt cycle [37, 38]. However,
we have not measured the detailed microstructure of the SSL. We present a first study of the
microstructure’s influence on the SSL’s optical properties. As sea ice is getting younger and
more saline, we seek to understand the influence of these microstructural changes on the sea ice
albedo.

Figure 1.2: A schematic of the influence of snow on Arctic sea ice exchanges and processes. The
names in red indicate processes measured from a physical ice perspective, pink indicates atmo-
spheric processes, blue indicates ocean processes, and green indicates biogeochemical processes.
This figure is not drawn to scale.

In summary, the above outline covers a) heat fluxes and b) mass exchange in the snow cover.
These processes are shown in red in Figure 1.2. When we look at the overview of fluxes in the
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Arctic sea ice system, we start to piece together the importance of snow in all of these aspects.
The snow cover has repercussions for many fields, such as sea ice hydrology (as a source of fresh
water), a source of sea salt aerosols, a sink for black carbon, and is highly influential on light
transmission (relevant for sub-ice species and algae [3, 24]). Summarising the fluxes that are
influenced by, or influence, the snow cover is shown in the schematic in Figure 1.2 where the
colours of each component indicate a field of research.

1.2 Spatial heterogeneity and temporal changes of snow on sea

ice

Sea ice is not a flat landscape, and modelling and ship navigation rely on information about
the sea ice surface topography [39]. Mechanical forces deform sea ice due to wind stress, ocean
currents, and blocking effects of land, which cause spatial variations of the ice drift velocity. De-
formation can be in the form of compression of the ice (forming ridges) or separation/cracking of
the ice (creating leads or polynya). These features have extreme consequences for the snow con-
ditions resting above and the mass and energy balance of the Arctic environment. A schematic
of these features is illustrated in Figure 1.3.

Figure 1.3: Topographic features of Arctic sea ice in the winter. First-year and second-year ice
are labelled FYI and SYI, respectively. This schematic is not drawn to scale.

Un-deformed Arctic sea ice is called "level ice" throughout this article. The seasonal snow
on this level ice is relatively thin (average 130 mm with a standard deviation of 99 mm [40])
and is predominantly defined by features of deposition and erosion. The typical level sea ice
features can be seen in the foreground of Figure 1.4; dunes and sastrugi are dominant features.
If we were to dig a snowpit in the foreground, we would see that the snowpack stratigraphy is
defined by precipitation particles, rounded wind-packed grains, wind crusts (both at the surface
and buried within the snowpack) and depth hoar (predominantly at the lower levels) [41].

Storms and "blowing-snow" events are common with the high wind velocities in the central
Arctic. These often result in large snow re-distribution and complete snow cover mixing, mak-
ing the stratigraphy extremely complex and horizontally variable. Properties of the snowpack
measured just 10 cm apart show significantly different stratigraphic features. Unlike land-based
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studies, the drifting sea ice and the rotating wind directions mean that snow erosion and re-
distribution are not uniform. Identifying persistent layers within the snowpack is challenging,
meaning accurate modelling of stratigraphy is a near-impossible task. The metamorphism of
the snow and re-arrangement of the ice crystals in the snowpack produce depth hoar, a cup-
shaped snow crystal. Depth hoar often forms at the lower levels of the snowpack [42, 30] and is
a prominent feature of Arctic sea ice snow stratigraphy. Depth hoar influences heat flux due to
the orientation of the snow crystals (anisotropy), and is a source of uncertainty in microwave
backscatter from satellite remote sensing [43], hence an important feature to measure. We do
not know the amount of metamorphism of snow on sea ice, and current large-scale models do
not introduce complex snow stratigraphy features.

Pressure ridges, produced by the convergence between two ice floes, constitute a significant
accumulation area for snow, and the stratigraphy of snow in ridges is predominantly wind-
packed rounded grains. The large snow depths adjacent to the ridged areas have higher thermal
resistance than level ice (Chapter 3).

Figure 1.4: A typical sea ice landscape with erosion and deformation features on the level ice
in the foreground and a heavily ridged site in the background. Photo credit: M. Gutsche.

Deformation events resulting in the ice separating cause leads or polynya to form. These
features can be treated as a "reset" for snow processes, and as new ice forms over the lead, there
is the possibility to study the initial freeze-up and snow accumulation on young ice. Once sea
ice starts to form on leads, wind re-distribution of snow ensures that no sea ice older than a
few days is without a covering of snow. The snow that accumulates is primarily wind-blown
and has a simple stratigraphy. Yet, the Arctic conditions (low temperature and high wind
velocities) highly influence snow accumulation and the underlying ice growth. Snow can also
be lost into leads if no ice forms before the snow accumulation event. A final feature of leads
is "frost flowers", also seen in Figure 1.3. Frost flowers form if there is no snow re-distribution/
accumulation, calm conditions and high-temperature gradients between the young sea ice and
the atmosphere. When cold, moist air above the sea ice becomes saturated, imperfections on
the icy surface cause frost to form and initiate the frost flower growth. The growth happens as
moisture is wicked from the frozen young ice surface, capturing salt, possibly supplying bromine
compounds to the atmosphere and capturing marine bacteria [44]. As snow falls on top or is
re-distributed onto the frost flowers, we may measure saline snow at the sea ice-snow interface.
The other processes resulting in saline snow and the implications of this are given in Chapter
4.
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Transitioning into summer, on average, have 24h daylight and stable atmospheric tempera-
tures of approximately 0oC at the sea ice surface. Occasional weather events occur in summer,
which causes considerable fluctuations in the temperature and surface conditions. The sea ice
is saturated with freshwater from the melted snow, and melt ponds form on the sea ice surface.
This paper focuses on the un-ponded areas, including ice of different ages and topographies.
The schematic in Figure 1.5 shows the typical summer sea ice landscape features.

Figure 1.5: Topographic features of Arctic sea ice in the summer. This schematic is not drawn
to scale.

The past decade has seen an advancement in snow measurement techniques. Tools developed
in the snow research community were adapted to measure the structure of melting sea ice in
the summer in this thesis. In spring, snowmelt sets the timing for ice melt [23]. If present,
the snow can protect the ice from the sun’s rays in spring and summer or, if it has melted
away, leave the ice exposed and vulnerable to melt [23]. As the sea ice undergoes melt, a
porous, highly reflective, snow-like surface appears (named the surface scattering layer; SSL,
in this paper). This snow-like appearance is explained further in Chapter 5 and visualised in
Figure 1.6. The physical and optical properties of the SSL are influenced by preferential melt
at the grain boundaries. We observed a large spatial variability in the microstructure of the
sea ice surface, with different surface types both in the field and in our measurements. The
SSL is just one of many categories of surface structures appearing on melting sea ice. We found
that this spatial variability of the microstructure of the sea ice surface is high when ice has
different histories or freezing processes, which leads to an array of surface melt patterns and
structures caused by the ice having different grain boundaries. These different surface types
provide an extensive range of albedo values. In previous studies, the surface of sea ice was
categorised as early autumn snow, melting snow, bare ice (known in this study as the SSL),
thin ice, sediment-laden ice and (various) ponded ice types[38]. The schematic in Figure 1.5
shows the range of different processes and features on summer sea ice. The albedo variability
can be seen in Figure 1.6, where the white sea ice surface is the SSL, with local roughness
varying the albedo. However, this thesis focuses on level ice with a homogeneous SSL without
previous ridging, ponding (Figure 1.6) or complex freezing history.
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Figure 1.6: A typical Arctic summer sea ice landscape showing melt ponds, a ridged area in the
background and the surface scattering layer. Photo credit: A. Macfarlane

1.3 Scope of the thesis

1.3.1 Research gap

Spatial heterogeneity of the snow depth and vertical variability of the snow density, realised from
laboratory and in situ field measurements [45], are the dominant uncertainties in estimates of
Arctic sea ice thickness retrievals from airborne and spaceborne measurements [20]. Current
modelling and process understanding of snow on sea ice is limited due to a lack of ground-based
measurement. As a reference for models, scientists rely on the limited expeditions [46, 45] in the
central Arctic for test datasets. However, these measurements may quickly become outdated
due to the rapidly changing Arctic. We better understand the influential processes occurring
by measuring sea ice’s thickness, extent, and concentration and the snow’s microstructural
properties. This understanding can be implemented into the regional models to better monitor
the sea ice through satellite remote sensing or better predict the future Arctic sea ice conditions
in the changing climate.

Until now, it has not been feasible to measure the microstructure of the snow and SSL
in situ in such a high resolution, and microstructural properties have been inferred through
alternative methods. Through lack of measurements, many processes in the Arctic climate
system are poorly represented in climate models. And this thesis presents unprecedented year-
round measurements of snow and melting sea ice in the high Arctic.

1.3.2 Outline

This thesis studies the annual evolution of the microstructural properties of Arctic sea ice. The
objective is to understand better the snow cover’s internal processes and the interaction between
the snow’s microstructure and the energy budget. We identify significant uncertainties in current
regional models and provide solutions to reduce this uncertainty. The thesis begins with a data
paper in Chapter 2 outlining the data collection methods, giving an overview of the datasets
used in this thesis, parameter coverage of the dataset and any initial technical validation. The
remainder of the thesis is separated into three chapters, each improving our understanding of
a component of the Arctic energy budget. Chapter 3 investigates the thermal conductivity of
the snow and, therefore, the ground heat flux. Chapter 4 researches the sublimation of the sea
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ice surface, deposition of water vapour in the snow, and hence the latent heat during the phase
change from ice to vapour. Finally, Chapter 5 investigates the influence of the surface scattering
layer’s microstructure on the albedo in summer, which is included in net surface radiation. A
schematic showing each Chapter’s focus can be seen in Figure 1.7.

Figure 1.7: A schematic of the winter to summer sea ice transition highlighting the chapters
in this thesis. Chapter 3 analyses the thermal conductivity of the snow, Chapter 4 researches
the sublimation of the sea ice surface, and Chapter 5 researches the influence of the surface
scattering layer’s microstructure on the albedo in summer. The acronyms are as follows: PP
= precipitation particles, DH = depth hoar, RG = rounded grains, SSL = Surface scattering
layer, DL = drained layer, IL = interior layer, and SW radiation = shortwave radiation. This
image is not to scale.

In 2019-2020 an expedition to the Arctic provided opportunities for international scientists
to conduct measurements on sea ice and contribute to large-scale process understanding. The
MOSAiC expedition is the thread throughout this entire thesis. This expedition was a one-of-
a-kind opportunity to collect in situ samples of the microstructure of the snow/ SSL from the
high Arctic. As a result, many properties of the Arctic sea ice system were measured for the
first time. It was necessary to develop new measurement methods that were efficient, accurate
and easy to use in harsh measuring conditions. X-ray microcomputer tomography (µ-CT) has
advanced our understanding of micro-structural changes in the snow in the past decade. This
instrument is pivotal throughout the thesis. By installing the µ-CT in a cold laboratory on board
Polarstern [1] during the MOSAiC expedition, we could measure (for the first time) the exact
microstructure alongside snowpits with the standard density, temperature, reflectance and snow
micro penetrometer measurements. By collecting over 300 µ-CT snow samples, the amount of
snow microstructural data collected in this region is unprecedented. Consequentially, we have
been able to investigate the influence of the microstructure on the different energy components
(outlined at the start of the introduction). This allowed three novel studies which dive into
three critical questions when solving the energy budget in the Arctic. This thesis outlines the
findings of these studies. We have been able to i) develop new parameterisations of Arctic sea ice
snow’s thermal conductivity and compare them to current parameterisations used in large-scale
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models, ii) collect high-resolution isotopic analysis in parallel to microstructural measurements,
which allowed us to identify the role of post-depositional processes within the snowpack, and
finally iii) measure the microstructure of the SSL for the first time and test this as a radiative
transfer model input.
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Chapter 2

Measuring snow on Arctic sea ice

Macfarlane, A. R., Schneebeli, M., Dadic, R., Tavri, A., Immerz, A., Polashenski, C., Krampe,
D., Clemens-Sewall, D., Wagner, D. N., Perovich, D. K., Henna-Reetta, H., Raphael, I., Matero,
I., Regnery, J., Smith, M. M., Nicolaus, M., Jaggi, M., Oggier, M., Webster, M. A., Lehning,
M., Kolabutin, N., Itkin, P., Naderpour, R., Pirazzini, R., Hämmerle, S., Arndt, S., Fons, S.

Published in: Scientific Data (2023).

Abstract

Snow plays an essential role in the Arctic as the interface between the sea ice and the atmosphere.
Optical properties, thermal conductivity and mass distribution are essential to understanding
the complex Arctic sea ice system’s energy balance and mass distribution. By conducting mea-
surements from October 2019 to September 2020 on the Multidisciplinary drifting Observatory
for the Study of Arctic Climate (MOSAiC) expedition, we have produced a dataset capturing
the year-long evolution of the physical properties of the snow and surface scattering layer, a
highly porous surface layer on Arctic sea ice that evolves due to preferential melt at the ice
grain boundaries. The dataset includes measurements of snow during MOSAiC. Measurements
included profiles of depth, density, temperature, snow water equivalent, penetration resistance,
stable water isotope, salinity and microcomputer tomography samples. Most snowpit sites were
visited and measured weekly to capture the temporal evolution of the physical properties of
snow. The compiled dataset includes 576 snowpits and describes snow conditions during the
MOSAiC expedition.
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2.1 Background & Summary

Snow cover modulates the thermal and optical properties of the sea ice surface and the energy
fluxes between the ocean and the atmosphere, directly impacting the amount of ice growth
in the winter and ice melt in the summer [47, 48, 49, 50, 51, 23, 52, 53, 54, 55]. Despite its
importance, measurements of the physical properties of snow on sea ice throughout the annual
cycle are limited to just a few expeditions (e.g. SHEBA [45], N-ICE [56], TARA [57], Russian
drifting stations [46]) and the Canadian Arctic (See Table *1 in [58]). Due to the rapid changes in
the Arctic, data in this region quickly becomes outdated. As a result, this MOSAiC dataset has
increased value due to its recent collection (compared to SHEBA), and as a result, is likely more
representative of the new Arctic stricken by climate change. This lack of up-to-date regional
data causes significant biases in model representations of sea ice variables [59] and significant
uncertainty in how sea ice influences the global energy budget. The IPCC 2019 Special Report
on the Ocean and Cryosphere in a Changing Climate [60] identifies snow on sea ice as one of the
"key knowledge gaps and uncertainties" limiting predictive climate models. In addition to its
major implications on the physical properties of sea ice in winter, the snowmelt in summer acts
as a freshwater source affecting melt ponds and upper ocean stratification and determines light
and nutrient availability for polar marine ecosystems [61]. As the snow melts, bare ice is exposed.
Preferential melting of grain boundaries in columnar ice produces the surface scattering layer
(SSL): a granular, snow-like material that behaves similarly to meteoric snow in certain respects
[37]. Understanding the physical properties of the SSL is key to understanding sea ice albedo
and surface ablation.

This dataset documents the stratigraphy and microstructure of the snow cover and, in the
absence of snow, the microstructure of the SSL and ice surface throughout the Multidisciplinary
drifting Observatory for the Study of Arctic Climate (MOSAiC) expedition [62]. This dataset
and data paper detail all measurements categorised as "snowpit events" during MOSAiC. Each
snowpit "event" corresponds to one visit to a snowpit location and has an assigned unique
device operation ID. The dataset documents the temporal and spatial evolution of the physical
properties of the snow/ice surface layer. Expected applications of these data include snow-
focused and interdisciplinary research areas, such as (1) thermal conductivity of snow on sea
ice and thermal transfer across the ocean-ice-atmosphere system; (2) surface energy budget and
radiative transfer through the snow and ice column into the upper ocean; (3) satellite retrievals
of snow and ice thickness; (4) the freshwater budget. We used 16 different instruments to
characterise the physical properties of snow and the SSL during MOSAiC.

2.2 Methods

The study area was on drifting sea ice, originally located 85.44 degrees North. The locations
of the snowpit sites are shown in Figure 2.1. This dataset’s difficult-to-access latitudinal range,
unprecedented detail and wide range of parameters measured make it a unique dataset for
studying the role of snow in the Arctic sea ice system. Observations were conducted in two
primary modes to account for temporal and spatial heterogeneity. The first mode aimed to
collect a time series of measurements at points of interest by setting up designated, undisturbed
areas in the central observatories (CO), approximately 0.01 - 0.05 km2, as “clean” snow areas,
where we measured adjacent snowpits at least weekly at snow pit sites to create a time series
of the metamorphosing snowpack. The snowpit time series can be seen in Figure 2.2. The
second mode consisted of linear transects on multiple ice types and topographies for sampling
snow heterogeneity. More information can be found in section 3.4. Occasionally we conducted
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one-time measurements at sites of specific interest, such as newly-formed leads, refrozen ponds,
and with remote sensing or albedo transects.

Figure 2.1: A map showing the latitude and longitude of each snowpit visit from 2019-10-25 to
2020-09-30. Each device operation ID is indicated by one mark on the figure and the colours
represent the time period for each device operation ID beginning with PS122/1, PS122/2,
PS122/3, PS122/4 and PS122/5 respectively. Refer to the usage notes to relate the device
operation ID to the dates of interest and the contact person. The marks have transparency so
the darker marks represent multiple measurements in one coordinate region.
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Figure 2.2: Time series of snowpit measurements at each snowpit site. A black mark indicates
one visit to the snowpit site. The name of the snowpit site is indicated on the y-axis. The
relocation of the central observatory and ice dynamics can be seen through the discontinuation
of certain time series. This figure is to visualise the overall snowpit time series. However, due
to the limited font size, please refer to the metadata publication [63] for detailed information
on specific dates of the snowpit site visits.
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The MOSAiC expedition transitioned between three ice floes[62] (CO1, CO2 and CO3).
Figures 2.3,2.4 and 2.5 show locations of snowpit sites on these ice floes during the MOSAiC
expedition. Having three separate floes produced a discontinuity in the snowpit time series;
more details can be found in section 3.4. Further discontinuity in time series was due to the
highly dynamic nature of sea ice, and we often had to relocate some snowpit sites. Despite this,
we could obtain measurements of the ice surface and snow stratigraphy throughout the year.
The time series of visits to each snowpit site can be seen in Figure 2.2.
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please refer to the snow and ice overview manuscript [62].
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A total of 16 different instruments were used at the snowpit sites during MOSAiC (details
of these instruments can be found in Table 2.1 and images of each instrument can be seen in
Figure 2.6). A standard operating procedure manual (SOP) for each instrument was written to
increase continuity between operators (see supplementary material). We created standardised
field protocols for three types of snowpits (from protocol A, including all possible observations,
to protocol C, which should be followed when there were time (or other) limitations). The
protocols indicated the order of measurements at each snowpit. Table 2.2 provides details of
each device used for protocols A, B and C. However, it is important to note that the A, B, and
C protocols were not strictly followed throughout the expedition. The final set of instruments
depended on the time and ice conditions on the given day. Figure 2.7a shows an example of the
snowpit layout, and details of each measurement are given in section 3.1. Orientation of the
snowpit was wind dependent in the winter when there was high wind/induced mixing of the snow
cover. The snowpit was dug with the operator facing the wind to reduce snow accumulation in
the pit and reduce contamination of the chemical samples. When the sun appeared over the
horizon, the snowpit was dug towards the sun to keep the snowpit wall in the shade.
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Figure 2.6: A combination of the different instruments taken to the snowpit site, showing a)
An example overview picture[74], photo credits with publishing permission: A. Macfarlane. b)
The micro-CT[66] mounted in the cold laboratory on Polarstern. A snow sample is being held
in the white sample holder of 88 mm diameter; other sizes of samples can be seen in the table
on the right side of the image, photo credits with publishing permission M. Jaggi. c) The SWE
tube[70] and the ruler[40] in the snowpit in the spring season, photo credits with publishing
permission: A. Macfarlane. d) The SWE tube[70] in action in the field, photo credits with
publishing permission: M. Jaggi. e) The SMP[68] measuring penetration resistance in front of
an ice ridge. photo credits with publishing permission: D. Ruché. f) The NIRbox [69] taking
an image of the snowpit wall, photo credits with publishing permission: M. Jaggi. g) A density
cutter[71] (left of the ruler) and thermometer[27] (right of the ruler) inserted in the snowpit
wall, photo credits with publishing permission: A. Macfarlane. h) An SfM example image[75]
showing the SfM targets placed on the naturally illuminated snow surface, photo credits with
publishing permission: A. Macfarlane. i) An SfM example image[75] showing the SfM targets
placed on the snow-ice interface; this image is illuminated using a head torch in the field, photo
credits with publishing permission: M. Schneebeli.
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Figure 2.7: A case study of the measurements taken during event ID PS122/3_37-41. The
overview image in the background of Figure a) gives an example of the conditions upon arrival
at the snowpit. Annotations to this image show the different measurement locations and their
relation to each other. The pink highlighted box shows the surface roughness measurement
(SfM) location and the snowpit excavation area to allow access to the snowpit wall. Once ex-
cavated, the yellow box shows where the core measurements are taken, listed as bullet points.
Figure b) shows the excavated pit revealing the underlying sea ice surface, also measured for
roughness using SfM. The red points indicate the SMP measurements. The five central SMP
measurements are located in the snowpit, and to capture spatial heterogeneity, sometimes ad-
ditional measurements were conducted to the left and right of the snowpit. Figure c) shows the
SMP force signals over depth with the categorised grain types [67]. This gives an indication
of the spatial heterogeneity within the snowpit. The image in Figure d) is from the NIRbox
during device operation ID PS122/3_36-138. The annotations of this figure show the reference
targets (95 and 50%) and the NIRbox frame above the excavated snowpit wall.

Each snowpit "event" corresponds to one site visit and has an assigned unique device op-
eration ID. The equipment needed for the snowpit measurements was taken in a sledge to the
snowpit site marked with flags. The flags allowed us to return to the exact location of the
previous measurement. Most measurements were conducted in situ (see Table 2.1). Other mea-
surements were conducted in laboratories onboard Polarstern or shipped to laboratories after
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the expedition ended. For in-situ measurements, the first step when arriving at the snowpit site
was to take an overview image, as seen in Figure 2.6a and Figure 2.7a, which provides infor-
mation on the general conditions. Annotations on Figure 2.7a show the different measurement
locations and their relation to each other. The second step was to conduct the nondestructive
measurements that require an undisturbed state of the snow at the snowpit site, including the
snow surface structure from motion images (SfM, see Figure 2.6h) and the snow micro penetrom-
eter (SMP) measurements (Figure 2.6e). The five central SMP measurements are located in the
snowpit (the red-filled circles, Figure 2.7a) and additional SMP measurements were conducted
on both sides of the snowpit to capture spatial heterogeneity. After the SMP measurements,
the pit was then excavated (area highlighted in pink in Figure 2.7a), allowing access to the
snowpit wall and the sea ice surface. Once the snowpit wall was exposed, a near-infrared (NIR)
camera mounted in a light-proof box (NIRbox) was used to image the flat snowpit wall (the
NIRbox is seen in Figure 2.6f and an example of a NIRbox image is seen in Figure 2.7b), and the
height of the snowpit was recorded with the ruler (Figure 2.6c). The relief of the sea ice surface
was also measured using SfM (Figure 2.6i). The measurements which were “destructive” could
then commence. The yellow highlighted box in Figure 2.7a shows where the core destructive
measurements were taken, listed as bullet points in Figure 2.7a and details can be found in
section 3.1. Images of these measurements can be seen in Figures 2.6b, 2.6c, 2.6d, and 2.6g.

Throughout this data paper, a depth of 0 mm represents the snow-ice interface. When
measuring the SSL in the melt season, a depth of 0 mm represents the ice surface.

2.2.1 In situ measurements

Overview pictures

We used a standard digital camera (Olympus tough TG-5) to document the surface conditions
and larger area for each snowpit site visit on arrival. Figure 2.6a shows an example image.

Structure from Motion images (SfM)

The millimetre-scale surface roughness is important for the scattering of shortwave visible [78],
near-infrared and higher-frequency microwave radiation. We used a standard digital camera
(Olympus Tough TG-5) and a set of unique reference targets to take sets of images. These
images are processed using the structure-from-motion method (SfM) [79] into high-resolution,
small-scale (approximately 0.5 m × 0.7 m) digital elevation models (DEMs) to estimate the
roughness of the snow surface and the snow-ice interface. The unique reference targets were
printed on never tear paper and glued onto metal plates. We distributed the reference targets
around a small (Approximately 0.6 m × 0.6 m) area and took pictures from different angles.
We included all targets in each image, ideally overlapping by at least 80%. We took pictures
with the maximum wide angle of the camera. We used a headlamp to illuminate the scene
during the polar night. The illumination was kept constant during the measurement. We took
two sets of images; the first of the surface before excavating the snowpit (Figure 2.6h) and the
second of the snow-ice interface after the snowpit excavation and using a fine-haired brush, to
remove all the remaining snow off the snow-ice interface. (Figure 2.6i).
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Snow micro penetrometer

The snow micro penetrometer (SMP) is a portable device for measuring high-resolution vertical
profiles of snow penetration resistance in the field. The penetration resistance can be corre-
lated to snow microstructure[80, 81]. The penetration force is measured using a piezo-electric
sensor and digitally recorded every 4 micrometres. The SMP signal can be analysed to infer
stratigraphy, snow type, and snow microstructure at 1-4 millimetres vertical resolution. Snow
density [82] and specific surface area (SSA)[80] can be estimated from the force signal. Through
repeated measurements along transects, the SMP can help relate detailed point-scale snow pro-
files to a more extensive sampling area and provide information about the spatial heterogeneity
of snow stratigraphy and physical snow properties. We used the SMP in snowpits and along
the transects before excavating the profile wall. The SMP was taken to 389 snowpits and tran-
sects. This dataset consists of 6837 penetration resistance profiles. Figure 2.6e shows the SMP
measuring a ridge, and the inset in the bottom left of Figure 2.7 shows the SMP force signals
with the categorised snow grain types [67].

Snowpit height

This parameter is measured in centimetres. We used a foldable wooden ruler to measure the
height of the snow and the depth of the SSL. We used the ruler to reference the height of
temperature measurements, density measurements, salinity profiles and chemical sampling. The
set-up of the ruler can be seen in Figure 2.6c and g.

Temperature

The snow temperature was measured using a waterproof thermometer with a needle probe using
a ruler to determine the measurement height. Every snowpit included a surface and snow-
interface temperature measurement. More measurements are taken at 5-cm intervals, starting
at the bottom. Multiple thermometers were used throughout the expedition and calibrated
before departure to ensure they were measuring accurately. The thermometer can be seen in
Figure 2.6g after inserting it into the snowpit wall.

Density cutter

We used a density cutter of fixed volume (100 cm3) and known weight to measure the density
of snow/SSL in 3 cm intervals[83]. We recorded the height of the sampled volume with a ruler
and the combined weight of the density cutter and the snow inside with digital scales. The
resulting density is the weight of snow/volume. The snow from the density cutter was collected
in plastic containers and used for subsequent salinity and stable water isotope measurements.

Complex dielectric permittivity ϵ (real and imaginary components)

Dielectric permittivity (ϵ)́ and dielectric loss (ϵ)̈ measurements were made of discrete snow layers
and at fixed vertical intervals at the remote sensing site during the summer months (2020-06
- 2020-09). We measured variables using the Stevens Water Monitoring Systems Hydra Probe
(a.k.a. hydraprobe)[84]. The hydraprobe consists of a central waveguide and three outer rods,
each 4.5 cm in length and 3 mm wide, to measure the sample’s impedance at 50 MHz over a
cylindrical area of 5.7 cm in length by 3 cm in diameter [84]. The sensor was calibrated using
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isopropyl alcohol for ϵ(́± 0.6 %) and a saline solution of known conductivity for ϵ(̈± 0.7 %) [85].
Other examples of the use of this sensor in snow and sea ice studies include Backstrom and
Eicken (2006)[86] and Scharien et al. (2010)[87]. Measurements were obtained by horizontally
inserting the probe into the snow, at a given layer/interval (every 3 cm), to their maximum
depth.

Snow water equivalent

We measured the weight and volume of a snow sample using an aluminium SWE ETH-tube
to calculate the snow water equivalent (SWE). SWE is the amount of water contained within
the snowpack and hence the water depth that would theoretically result if the entire snowpack
melted instantaneously. Snow height (HS) is related to SWE by the local bulk density of snow
(ρ b) using the equation SWE = HS ρ b / ρ w, where HS is in millimetres, (ρ b is in kg m−3, ρ

w is the density of water (1000 kg m−3), and SWE is in millimetres of water. At each snowpit
site, the SWE ETH-tube of length 55 cm and inside surface area of 70 cm2 was inserted into the
snow vertically and then closed off at the bottom. The weight of the cylindrical tube was then
measured with a spring scale that was calibrated specifically for the cross-section and weight
of this tube. The spring in the spring scale was not affected by cold temperatures. If the snow
cover was deeper than 0.45 m (height of the tube), then the SWE was measured in several steps,
using a ruler to note the snow height range from which the sample was taken. This was often
the case for snowpits in ridged areas. The total water equivalent of the snow cover was then
calculated as the sum of the water equivalent (WE) of the vertically aligned samples. We also
measured the height of snow in each measurement, so we could back-calculate the snow density
using an independent method.

Near infrared reflectance images

This instrument measures the snow/SSL surface and snow profile wall’s near-infrared (NIR)
reflectivity. A NIR MAPIR camera (Survey3N Camera)[88] was built into a lightproof box and
triggered by an external button. We named this instrument the NIRbox, and it can be used
horizontally looking at the snowpit wall or vertically looking down at the snow/ice surface. The
processing of the NIRbox images must consider the sensitivity of the different colour pixels.
The setup of the reference targets, the flat field and the diffuse illumination are crucial to
getting high-quality images. A geometrically corrected NIR photo objectively measures the
snow stratigraphy and is observer-independent. This efficient measurement has been adapted
for polar night and day by blocking out external sunlight and packaging the camera and the
illuminating infrared lights into a wooden box. The length and height of the inside of the box
are 500 mm × 675 mm. We used a blanket during polar summer to prevent light entering the
box. As an extra precaution, a dark image (without any lamps) was taken for each image set,
followed by images with each of the two lamps (using external light switches) to account for
potential light leaks. Lambertian reflectance targets of 95 % and 50 % were mounted inside the
box to account for irregular light conditions. Lamps with two different wavelengths, 850 nm
and 940 nm, were mounted inside the box. We can use the images obtained horizontally by the
MAPIR camera in an excavated snowpit to identify layers of snow grains with different SSA with
a spatial resolution of about 1 mm [89]. This approach can highlight the snow stratigraphy’s
vertical and horizontal spatial heterogeneity. If the snowpit depth exceeded the NIRbox height,
measurements were repeated for different heights, using an object or feature as a reference. NIR
was also used vertically facing down to take images of the surface to account for the small-scale
spatial heterogeneity of the SSA of the snow or SSL surface.
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2.2.2 Ship-based measurements

Micro Computer Tomography

Cylindrical snow and ice samples of radii 44 mm, 68 mm, 88 mm and a maximum height of 110
mm were taken from the field using a cylindrical drill and transported to the ship in an insulated
container. We scanned the samples within 24 hours using a desktop cone-beam micro-CT90
(Micro-CT) [90] set-up in a -15oC cold laboratory.

Salinity

The salinity of melted snow samples was measured using the YSI 30 Salinity, Conductivity and
Temperature sensor [91]. The snow was collected using the density cutter in the field and then
melted and measured in the laboratory on Polarstern. The transport containers, as well as the
YSI tip, were cleaned using milli-Q water. Salinity was measured at the same vertical intervals
as density.

2.2.3 Shore-based lab measurements

Oxygen and hydrogen isotopes

After the salinity measurement, a small glass vial was filled with the melted snow water and
transported to the Swiss Federal Institute for Forest, Snow and Landscape Research, WSL, to
analyse the stable water isotope ratios.

2.2.4 Sampling strategy

The winter snow accumulation on sea ice is highly heterogeneous due to 1) wind-driven snow
redistribution, 2) dynamic local topography and 3) differences in underlying ice types and thick-
nesses. Changes in local topography are mainly caused by dynamic processes like ridge and lead
formation and existing refrozen ponds. Topography influences snow accumulation by modify-
ing local wind fields, which can affect snow erosion and deposition. Differences in underlying
ice type/thickness are caused by sea ice history (e.g. seasonal ice vs multiyear ice or melt
pond history), dynamic processes of ridge formation, and the refreezing of leads. The physical
properties and thickness of the underlying ice, in addition to atmospheric conditions, alter the
temperature gradients across the snowpack, which impact the evolution of snow microstructure
and snow physical properties in return. The combination of spatially variable snow deposition
and erosion with spatially variable metamorphism led to high spatial heterogeneity over small
horizontal scales. Two snowpit sites just decimeters apart often show significant differences in
stratigraphic sequence and microstructure. Therefore, a single vertical profile is not necessarily
representative of the snowpack, and the time series of snowpit observations taken adjacent to
one another conflate spatial heterogeneity and temporal variability, making it challenging to
assess the evolution of the snowpack. We chose a range of sites for snow measurements to
understand the spatial heterogeneity of snow and the SSL. The locations of the snowpit sites
included level seasonal ice, level multiyear ice, ridged areas, and refrozen leads. To account
for spatial heterogeneity in the winter season, we collected high-resolution vertical profiles of
penetration resistance along short transects (1.5 - 5 m) on either side of the snowpit site (see
the coloured red circles in Figure 2.7), to upscale the detailed snow profile measurements from
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within the snowpit itself. These measurements were part of snowpit protocols A, B and C. See
Table 2.2 for more details. In certain instances, we also collected additional extended transects
to account for larger-scale spatial heterogeneity on multiple ice types and topographies. These
larger transects often consisted of snow micro penetrometer (SMP) measurements but were
also co-located with magnaprobe transects. Magnaprobe transects are excluded from this data
paper, but further details can be found at Itkin (2020)[92], alongside the table where individual
snow pit events can be related to the individual Magnaprobe transect events named "mosaic-
transect-actionlog-updated.xlsx" [92]. Snow and magnaprobe transects covered a larger area
than the snowpit sites, sampling at predefined intervals depending on the area of interest and
the study. In summer, the spatial heterogeneity of the surface layer was caused by different
ice types and topographic features and winter wind-driven snow redistribution to the ridges
persisting into the summer season. Sampling strategies for summer and winter were similar.

Ice deformation during the expedition cut off access to some snowpit sites and disrupted the
snowpit time series. We accounted for these time-series disruptions by sampling more snowpit
sites at the start of the expedition in case some of them became inaccessible. It is also important
to mention that documenting the snow distribution around these dynamic events is valuable
information, so these topographic features were also a focus when choosing the sampling sites.
For example;

• The occurrence of leads in the field site can obstruct an existing site and prevent further
measurements. However, once they refreeze, such leads allow the investigation of the
snowpack over a newly formed lead, where snow metamorphism occurs more rapidly due
to the relatively higher heat flux through thinner ice. By studying leads, we can follow
the accumulation process from the start of sea ice formation.

• Ridging of the ice in the vicinity of a snowpit site often caused the site to become inacces-
sible and drastically changed the snowpack in the surrounding area. The snowpack near
ridges was deeper due to wind-driven snow redistribution into drifts around ridges. Ridges
add roughness to the topography, decreasing local wind speed and increasing local snow
accumulation. Unless the ridge obstructed the snowpit site, measurements continued and
showed how ridges affect the evolution of snowpack.

More snow-relevant events which are captured in this dataset include:

• Snow redistribution by wind

• Rain on snow

• Warm air intrusions

• Snowfall

• Melt-freeze cycles

• Surface hoar

• Melt ponds

Detailed information on the drift tracks[93] and the different COs can be found in the ICE
overview publication[62]. Information on the time series continuity between CO1, CO2 and
CO3 is as follows (each period corresponds to a different group of scientists on board):

• 2019-10-25 - 2019-12-11- The setup of the CO1 and choosing snowpit sites for the start
of many snowpit time series.
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• 2019-12-17 - 2020-02-23- The start of many time series and continuation of time series
on CO1.

• 2020-02-25 - 2020-05-15- Large ice dynamics resulted in the discontinuity of some time
series.

• 2020-06-13 - 2020-07-30- Re-location of the research vessel to CO2. On the way to CO2,
two measurements were conducted en route. Start of many time series and the contin-
uation of one time series at first-year ice (FYI) coring site until the end of CO2’s life cycle.

• 2020-08-21 - 2020-09-30- Re-location north to CO3. This is the start of many time
series with no continuation of previous time series. Measurements in 3 locations were
conducted on the way back to Bremerhaven.

2.3 Data Records

2.3.1 Overview of datasets

The corresponding data to this publication can be found in the snowpit raw dataset bundle
[63]. The bundle includes all data collected from instruments taken to the snowpit sites and all
metadata linked to the device operation ID. Within the snowpit dataset bundle are the following
datasets:

• Snowpit metadata TXT files[65]. Each event contains a text file in the metadata dataset,
which explains the event, attendees, weather conditions, instruments used and samples
taken. The metadata file details what is not easily visible in the data. It gives an overview
of conditions at the snowpit site, who worked on it, features of the surrounding landscape,
and conducted measurements and samples. It makes it much easier to reconstruct the
circumstances during the measurements.

• Snowpit SMP force profiles[68]. The measurements in this data publication are grouped
by event. One event corresponds to one trip to the ice and often includes multiple SMP
measurements; see Figure 2.7. The Location column gives information about where the
trip took place. See the maps in Figures 2.3, 2.4 and 2.5 for details. The ID column
gives an internal location of each measurement with respect to the snowpit. See "Further
details: SnowMicroPen raw data: details and explanations of acronyms" in the Pangaea
publication[68]. This can also be accessed using the link:
https://download.pangaea.de/reference/109819/attachments/details.pdf.

• Snowpit near-infrared (NIR) images[69]. Uploaded photos from the MAPIR NIR camera
in both jpeg and raw format. The MAPIR software can be used to create TIFF files for
further analysis. Details of the wavelength and location of each NIR image can be found
in the published table alongside the dataset.

• Snowpit surface type[64]. This table provides information about the snow surface on ar-
rival at the snowpit site; it contains several possible snow surface types. It is important
to note that the different observers throughout the expedition completed this table sub-
jectively. This table should not be used for detailed analysis, only to obtain an idea of
the conditions at the time of the event.

30



• Snowpit snow water equivalent[70]. The SWE and snow height are recorded in the meta-
data spreadsheet for SWE measurements. The column MeanRho is calculated automati-
cally. If the snowpit was variable or there was a lot of snow, there would be several SWE
measurements for one snowpit visit. These measurements are listed in the table with the
same device operation ID. Please see the comments to see if the whole snow profile or
only a specific layer, like new snow, was measured.

• Snowpit temperature profiles[27]. The temperature device operation ID can be found in
the first column alongside the corresponding snow height at which the temperature was
measured. Temperature is recorded in Celsius in the column "Temperature". The last
column holds the information about the sensor used.

• Snowpit overview photos[74]. All photos taken with the Olympus camera (and other
digital cameras) are uploaded in jpeg format.

• Snowpit SfM images[75]. The multi-image photogrammetry images are all in jpeg format.
The targets can be used to measure the relief of the ice and snow surfaces.

• Snow permittivity[77]. The permittivity, temperature and density measurements are
stored in an easy-to-read Excel file.

• Snowpit snow density cutter profiles[71]. Measurements taken with the density cutter are
saved in an Excel file. The first three columns give information on the event. The column
"Snow weight (cutter)" contains the weight measured when putting the filled cutter on top
of the scale (0 g = Empty cutter on the scale). The snow density is recorded in kg m−3.
The sensor cutter used (in cm3 is specified in the “Sensor cutter” column. The scale used
is noted in the column "Sensor scale". The last column is again for comments.

• Snowpit height measurements[40]. The snow height table contains the device operation
ID and total snow height. If total snow height differs locally in one pit, adding several
snow heights by repeating the Device ID and putting several snow heights from the same
pit under each other is possible. Comments go into the last column.

• Snowpit GPS locations[72]. Waypoints GPX file can be found for most events directly
uploaded from the GPS device.

• Snowpit salinity profiles[76]. The salinity was taken alongside the density cutter; therefore,
the height of the samples should be comparable. First, the sample was taken and measured
for density. The same snow sample was then stored in a plastic container, melted and
later analysed for salinity and isotopes. The salinity containers were all labelled. The label
goes into the column "Containment". Salinity is only measured in ppt. Therefore, the red-
marked columns were only used for the events labelled PS122/1. Column "Temperature"
contains the temperature by which salinity was measured. After measuring salinity from
the A-pits, the melted snow is stored in vials for stable water isotope measurements.

• Snowpit stable water (oxygen and hydrogen) isotope samples[73]. Oxygen δ18O and Hy-
drogen δ2H isotopes taken from the snowpits were analysed at the WSL laboratory in
Switzerland.

• Snowpit Micro-Computer Tomograph (Micro-CT) scans[66]. Profiles of density and SSA
are published for each sample collected at the snowpit site. The corresponding event ID
(or device operation ID) for each sample can be used to construct complete profiles of
density and SSA for each snowpit site visit.
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2.3.2 Parameter coverage

Specific surface area: Micro-CT, SMP, NIR camera
Density: Micro-CT, manual density cutter, SMP
Wetness: denoth probe, dielectric permittivity
Snow water equivalent: SWE ETH-tube, density cutter, SMP, Micro-CT
Temperature: Thermometer 1,2,3,4,5
δ18O, δ2H: Samples collected in the field and analysed at the WSL laboratory at the Swiss
Federal Institute for Forest, Snow and Landscape Research.
Salinity: Conductivity probe.
Chemical sampling: Parameters are not included in this publication.

NOTE: The "Additional metadata" provided in the snowpit metadata publication [63] can
be used to identify which measurement instruments are associated with each snowpit device
operation ID.

2.4 Technical Validation

Throughout the expedition, instruments were calibrated and the data was quality controlled.
Post-processing is not something that is required for many of the variables collected. Figures
plotting the temperatures density, SWE and snow height can be used to get a quick overview
of the conditions throughout the year. These plots can be seen in Figure 2.8, where one point
indicates one measurement in the snowpit. These graphs are a combination of multiple snowpit
site locations.

A SWE comparison of two different methods can be seen in Figure 2.9. In this figure, we can
see the SWE parameter cross-checked against ETH-tube measurement and bulk density cutter
measurements. The ETH-tube’s values can be seen in the y-axis, and the SWE measured with a
density cutter can be seen in the x-axis. The average of all density cutter measurements in one
profile was multiplied by the corresponding height in the SWE ETH-tube to obtain the SWE
for the density cutter. The SWE ETH-tube values were taken directly from the dataset[70].
The average was taken if there were multiple SWE ETH-tube measurements for one profile.
The variability in this figure is due to the different volumes being measured. The ETH-tube
measures the whole snowpack, whereas the density cutter takes the snowpack in 3 cm intervals
and therefore has different errors associated with it. Due to the complex nature of the snowpack
on sea ice, the layering can be locally highly variable. This may also produce variability in Figure
2.9.
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Figure 2.8: This figure gives an overview of the published datasets on Pangaea covering the
entire season and collected on all three central observatories (CO1, CO2 and CO3). One marker
in these graphs indicates one measurement. The marks have transparency so the darker marks
represent multiple measurements at one timestamp. a) and c) show a temperature time series
taken at different heights in the snowpack. Figure b) and d) show measurements of snow density
using the density cutter, where one point represents one cutter measurement. Figure e) shows
the SWE tube time series, Figure f) shows the salinity time series, and finally, Figure g) shows
the stable water isotope δ18O time series.
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Figure 2.10 illustrates how the SMP parameterisations of density and SSA need to be care-
fully used. Figure 2.10a shows the full snowpit profiles for density measured using micro-CT
samples and SMP density parameterisations[80, 82, 94]. Figure 2.10b shows the full snowpit
profile for SSA measured by four micro-CT samples taken for device operation ID PS122/3_38-
94 and one co-located SMP profile. The SMP penetration resistance profile is used alongside
parameterisations[94, 80] to obtain SSA values. The difference between micro-CT and SSA
profiles is also influenced by both spatial heterogeneity and the different parameterisations[95].

Figure 2.9: The snow water equivalent (SWE) cross-checked against the SWE ETH-tube mea-
surement and density cutter measurements. At each snowpit, it was common to take measure-
ments of SWE using the aluminium SWE ETH-tube and density using the density cutter. By
using the equation linking SWE to the density and volume of snow, we are able to compare the
two instruments. This figure presents a SWE comparison of the SWE ETH-tube to the SWE
calculated using the density cutter covering measurements of the entire season and collected on
all three central observatories (CO1, CO2 and CO3). The average of all density cutter mea-
surements in one profile was multiplied by the corresponding height in the SWE ETH-tube to
obtain the SWE for the density cutter. The SWE ETH-tube values were taken directly from
the dataset. If there were multiple measurements for one profile.
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Figure 2.10: Comparing co-located SMP and micro-CT measurements for device operation
ID PS122/3_38-94. a) Shows density derived from the micro-CT and SMP parameterisations;
ProksThe average SWE was taken if2015[80], King2020b[82] and Calonne2020[94]. b) shows SSA
derived from the micro-CT and SMP parameterisations; Calonne2020[94] and Proksch2015[80].
This figure highlights the importance of taking care when choosing the density and SSA param-
eterisations in all future analyses of this dataset.

2.5 Conclusion

This section outlines the recent collection of snow ground truth measurements conducted in
the high Arctic during the MOSAiC expedition. Ground truth measurements provide empirical
evidence and serve as a basis for testing models [96], training machine learning algorithms [67],
improving statistical models, calibration of remote-sensing data, and aiding in the interpretation
and analysis of what is being remotely sensed. This data paper outlines the methods of data
collection and the consequential obtained parameters. It provides an overview of the datasets
used throughout this thesis to answer pressing questions on the energy budget of the Arctic sea
ice system. We hope that providing this data paper assists the future use of these datasets, and
the three chapters below conclude by highlighting critical areas where more research is needed,
and where this dataset can be used for future studies
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Chapter 3

Thermal conductivity of snow on

Arctic sea ice

Macfarlane, A. R., Löwe, H., Gimenes, L., Wagner, D. N., Dadic, R., Ottersberg, R., Hämmerle,
S., and Schneebeli, M.

Published in: EGUsphere (2023)

Abstract

Snow significantly impacts the seasonal growth of Arctic sea ice due to its thermally insulating
properties. Various measurements and parametrisations of thermal properties exist, but an as-
sessment of the entire seasonal evolution of thermal conductivity and snow resistance is hitherto
lacking. Using the comprehensive snow data set from the MOSAiC expedition, we have eval-
uated for the first time the seasonal evolution of the snow’s thermal conductivity and thermal
resistance on different ice ages (refrozen leads, first and second-year ice) and topographic fea-
tures (ridges). Combining different measurement parametrisations and assessing the robustness
against spatial heterogeneity, we infer and quantify a hitherto undocumented feature in the
seasonal variation of snow on sea ice. We observed an increase in thermal conductivity up to
March and a decrease thereafter, both on first-year and second-year ice, before the melt period
started. Since a similar non-monotonic behaviour is extracted for the snow depth, the average
thermal resistance of snow on level sea ice remains approximately constant with substantial
variability with values of 515 ± 404 m2 K W−1 on first-year ice and 660 ± 475 m2 K W−1

on second-year ice. We found approximately three times higher average thermal resistance on
ridges (1411 m2 K W−1) with large spatial variability (± 910 m2 K W−1). Our findings are
that the micro penetrometer-derived thermal conductivities give accurate values and confirm
that the spatial heterogeneity of snow cover is vertically and horizontally large.
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3.1 Introduction

Snow’s thermal conductivity and insulating properties directly impact heat transfer from the
underlying sea ice to the atmosphere and directly inhibit ice growth in the winter season [23].
Due to this, snow accumulation and snow stratigraphy in winter directly influence the mass
balance and, consequentially, the energy balance of sea ice [47, 97, 45]. Variability of snow’s
thermal conductivity stems from the texture, e.g., specific surface area, anisotropy, connectivity
and density [98, 99, 45]. Understanding this relationship and heterogeneity requires detailed
and numerous microstructural measurements of snow on Arctic sea ice. The lack of these,
due to the inaccessibility of this area in the winter season and shortfalls in the methods [100],
has limited research on the spatial and temporal variability of heat transfer through the snow.
Consequentially, accurately calculating the energy balance variability of sea ice in the high
Arctic has considerable shortcomings [101].

Snow depth and microstructural properties on sea ice are spatially heterogeneous on the
metre scale, meaning heat transfer through the snow cover is highly variable. There are three
potential processes of heat transfer through the snow: 1 ) conduction through the ice skeleton,
2) conduction, convection, and radiation across air spaces, and 3) phase change and vapour
diffusion between the snow grains [26]. Conduction across the air spaces and radiation heat
transfer is negligible [45] compared to the conduction of heat across the ice skeleton due to the
high thermal conductivity of ice. Convection and vapour diffusion depend on the permeability
and hence the ice volume fraction of the snow. Due to this, the high ice volume fraction of snow
wind slabs on sea ice reduces convection and vapour diffusion. As a result, conduction through
the ice skeleton is the foremost process influencing heat transfer through the snow cover.

X-ray micro-computed tomography (µ-CT) has enabled snow research to advance by mea-
suring the exact ice skeleton without damaging it [102, 103], which allows calculations of the
microstructure’s textural properties. Direct numerical simulations of heat conduction through
the ice skeleton and the pore space using the finite element method (FEM) [104, 105, 106, 107]
is currently the most reliable method to calculate the thermal conductivity of snow [100]. This
opens new opportunities to investigate the relationship between textural properties and heat
transport.

Density is used to parametrise thermal conductivity because of the first-order dependency
between thermal conductivity and density. Additionally, it is a simple, low cost and quick
measurement in the field [108, 109, 110, 46, 99, 111, 45, 112, 82, 113]. However, we are now aware
of shortcomings when excluding other necessary textural properties from thermal conductivity
parametrisations. [95] highlights that the samples’ anisotropy plays a significant role in the
heat transfer through the snowpack. A parametrisation for thermal conductivity is presented
using density and anisotropy for snow, specifically for densities below 500 kg m−3. However,
this parametrisation is not adapted to high snow densities. [114, 110, 115, 116, 117] realised
the influence of temperature on the thermal conductivity. [117] created upper bounds to ensure
that the thermal conductivity is in agreement with the thermal conductivity of ice at specific
temperatures in the higher density ranges. However, their parametrisation does not include
anisotropy. In summary, significantly few thermal conductivity measurements are simulated
from the high Arctic [118]; therefore, the influence of anisotropy is unknown.

The study of spatial heterogeneity of the snow on sea ice requires a very high number of
measurements, which can not only be realized by µ-CT. A faster method is needed (the µ-CT on
MOSAiC took 7 hours to measure 10 cm of snow). For this reason, we used high-resolution pen-
etrometry using a SnowMicroPen to improve spatial coverage. [45] and [82] studied the spatial
heterogeneity of snow on Arctic sea ice. Very few studies have investigated temporal changes in
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contrast to the snow on Arctic tundra [119, 120]. Thermal conductivity measured from thermis-
tor strings installed in the snow and ice [121, 122, 123] measures temporal changes in thermal
conductivity. They are also destructive measurements and disturb the snow cover during and
after installation. Therefore it is challenging to accurately capture the snow’s effective thermal
conductivity using this method.

Given the importance of snow in the sea ice system, we work towards advancing our under-
standing of both spatial and temporal heterogeneity of the thermal conductivity of snow on sea
ice in the high Arctic. We present two new parametrisations, with and without anisotropy, for
the complete range of possible snow/firn densities, developed using FEM using snow samples
collected during the MOSAiC expedition (Section 3.2.1). We up-scaled (related individual point
measurements to a larger area by increasing the sample size) individual µ-CT profiles (Section
3.2.2) by using snow micro penetrometer (SMP) density profiles (Section 3.2.3) to identify both
spatial and temporal trends in the data set (Section 3.3.3). Our measurement concept consid-
ered the spatial heterogeneity of sea ice [62]. As a result, we can draw new conclusions about
the thermal conductivity and resistance of the snow cover on different ice types over the entire
winter. This is relevant for calculating the Arctic sea ice’s energy budget [124] and allows us to
better understand sea ice growth in the winter. We finally compare our data set to the average
snow thermal conductivity value of 0.31 to 0.33 W K−1 m−1, used in the modelling community
[45, 125, 126].

3.2 Data and methods

3.2.1 MOSAiC expedition

Field measurements used in this study were conducted during the MOSAiC expedition in the
winter months from November 2019 to April 2020. The field measurements were located on
drifting Arctic sea ice, with the first measurement at 86.3 degrees North, 123.0 degrees East
reaching a maximum latitude of 88.9 degrees North, and then drifting South until 83.7 degrees
North, 13.0 degrees East. A single ice floe was studied in this period. We set up snowpit sites
on the sea ice to understand the snow conditions, where we took weekly measurements. These
were marked with flags so we could relocate the same snowpit site on the next visit and create
time series of measurements at that location. The snowpit sites were randomly distributed
across the ice floe to sample different ice types (e.g. first-year ice (FYI), second-year ice (SYI)
and refrozen leads) and topographic features (e.g. ridges). However, the exact location cannot
be sampled twice due to the destructive nature of most measurements within the snowpit. The
snowpit operator measured consecutive snowpits approximately 1 meter apart to continue a
time series at one snowpit site. Locations of each snowpit site are indicated alongside the data
set paper [63]. A snowpit is a collection of measurements measuring the physical properties of
the snowpack at the same snowpit site at one point in time. The snowpit analysis used in this
study focused on the physical properties of the snowpack, including depth, density, anisotropy
and thermal conductivity. In this study, we analyse the MOSAiC snowpit data set [63], of which
three key instruments were the focus of this study. The instruments included i) µ-CT, ii) SMP,
and iii) density cutter. Details of these instruments are given below.

3.2.2 µ-CT Samples

The data set evaluated for this manuscript includes 138 µ-CT samples (approximately 10 cm
high and 6.6 to 7.8 cm diameter) collected during 69 individual trips to the sea ice, known
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as ’Events’. More than one µ-CT sample was often collected during an event to sample the
complete snow profile. An overview of the samples taken at specific dates and their heights can
be seen in Fig. 3.1. The EventID (a unique labelling system representing one trip to the ice) can
be used to identify co-located µ-CT samples. The snow samples were extracted using an electric
cylindrical drill, carefully placed in a sample holder, and transported back to the laboratory on
Polarstern [1]. By installing a desktop cone-beam µ-CT90 in a laboratory onboard, we could
measure the microstructure of the snow semi-in situ. The laboratory was cooled to −15 oC,
and the µ-CT had a custom ventilation system meaning the sample remained at −12 oC during
the scanning process. Once the snow samples were scanned, the data was analysed by dividing
each snow sample into sub-samples of volume 5.83 cm3 in order to calculate the density and the
geometrical anisotropy Ag = 2ξz/(ξx + ξy) from the correlation lengths ξ in different coordinate
directions [95] and the effective thermal conductivity using FEM and the thermal anisotropy
(given in Equation (3.2)).

Figure 3.1: Snow samples were collected during the winter to be measured using micro-computed
tomography. We simulated effective thermal conductivity across these samples using FEM.
Here we see each sample plotted at the height taken in the snowpack against the collection
date. Negative heights correspond to samples of the sea ice beneath the snowpack. This figure
highlights the vertical variability within the samples.

Direct numerical simulations using FEM, kFEM
eff

FEM is an approximation that subdivides the complex snow microstructure into several small
and finite pieces whose thermal conductivity can be easily calculated. We can then use these as
an approximation of the thermal conductivity of the structure as a whole. µ-CT samples and
FEM were used to obtain the effective thermal conductivity of the snow. The effective thermal
conductivity (keff) characterises the steady-state heat flow through a unit area of a homogeneous
material induced by a unit temperature gradient in a direction perpendicular to that unit area
(W K−1 m−1). We take the vertical temperature gradient (z-direction) and discard any lateral
heat flow. The relationship is shown in Equation (3.1), where h is the sample thickness (m), T
represents the temperature (K), and q represents the volume averaged heat flux (W m−2).

keff = q
h

∆T
(3.1)
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The simulated thermal conductivities keff can be used to characterise the thermal anisotropy
(Ak) of the samples in the x, y and z direction, as seen in Equation (3.2).

Ak =
2keff(z)

keff(x) + keff(y)
, (3.2)

The thermal conductivity of the µ-CT sub-samples, calculated using FEM (kFEM
eff ), were

compared to the density and Ak of the sub-samples, seen in Fig. 3.2 to identify sources of vari-
ability. The numerical simulation uses the code from [127] and precisely follows the procedures
described by [95, 118]. For the thermal conductivity of ice (kice) and air(kair), we used their
values at T = −20 oC, namely kice = 2.34 W K−1 m−1, [128] and kair = 0.024 W K−1 m−1.
Based on the simulated heat flux and the prescribed temperature gradient, kFEM

eff is calculated
using Equation (3.1).

Figure 3.2: Direct numerical simulations of the effective thermal conductivity using finite ele-
ment method (FEM) for the sub-samples are compared to the sub-sample density. A polynomial
fit of the data is shown in the solid line. This relationship between effective thermal conductivity
and density has been tested in previous studies. This figure includes two current parametri-
sations [117, 99]. Anisotropy values are indicated in different colours with details given in the
legend, and the figure shows how anisotropy influences the effective thermal conductivity of the
sub-samples.

Parametrisations of thermal conductivity

X in kX
eff represents the different parametrisations of thermal conductivity used in this manuscript.

For details on the difference between each parameterisation, please refer to Table 3.1, adapted
from Table ∼1 [117].
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X Formula Density Temperature Anisotropy

Yen kYen

eff
= 2.22362

(

ρ

1000

)1.885
80 − 600 Undefined No

Stm kStm

eff
= 0.023 + 0.234 ρ

1000
for ρ < 156 Average −15 oC No

= 0.138 − 1.01 ρ

1000
+ 3.233

(

ρ

1000

)2
for 156 < ρ < 600 No

Cal3, Cal20, Cal60 See [117] 102 − 888 −3◦C, −20◦C and −60◦C No
Löwe See [95] Approx. 91.6 − 460 −20◦C Yes

Table 3.1: An overview of the thermal conductivity parameterisations used throughout this
manuscript.

kX
eff parametrisations tested in this study used a) density from [109, 45], where X = Yen, Stm

respectively, b) density and temperature from [117], where X = Cal3, Cal20, Cal60 for different
temperature parametrisations, and c) density and Ak from [95], where X = Löwe. An overview
is given in Table 3.1. By comparing these parametrisations to the values of kFEM

eff , we could
identify which parameters are optimal for measuring kX

eff for snow on Arctic sea ice. After
conducting this analysis, we calculated the second-order polynomial fit for this data set to
obtain a density parametrisation specific for snow on sea ice, as seen in Equation (3.3), where ρ
represents the density of the sub-samples, a = 2.62×10−6, b = 1.54×10−33 and c = 3.04×10−2

k
Mac(I)
eff = aρ2 + bρ + c (3.3)

When allowing for anisotropy in the parametrisation, it is straightforward to generalise the
empirical correction [95] to obtain an accurate parametrisation as a function of density and Ag

in the entire density range. To this end, we use the empirical transformation as a function of
the lower bound values k(L), which are given in Eq. 2 in [95] through density and Ag. However,
instead of using the linear empirical tweak from [95], we used a similar empirical adjustment
(Equations 11 and 12) as suggested in [129] for the elasticity tensor to cover the entire range
of densities. Ω, β, k0 are adjustable parameters obtained by minimising the differences between
Equation (3.4) and FEM estimates.

k
Mac(II)
eff = k0 +

⎛

⎝

k(L)β

Ω(1 − k(L)) + k(L)(β−1)

⎞

⎠ (3.4)

3.2.3 SMP profiles

The snow micro penetrometer (SMP) instrument measures the penetration force resistance of
a snow profile at 0.3 mm vertical resolution. Five SMP force profiles were obtained within
one snowpit, approximately 0.25 meters apart. Additional measurements were often taken on
both sides of the snowpit to capture the spatial heterogeneity of the snow in the surrounding
area. These additional SMP measurements were taken at intervals of one meter (more details
of the measurement protocol can be found alongside the published dataset and datapaper [68]).
This reduced operator bias when selecting an area to measure. Further details can be found
alongside the published SMP data [68] set within the snowpit bundle [63]. 3266 SMP profiles
are used in this study. The SMP penetration force profile can be used to obtain density and,
in combination with parametrisations listed in the previous Section, estimates of the thermal
conductivity. We used the density parametrisation from [82]. The seasonal comparison of the
density obtained by these instruments can be seen in Fig. 3.6. This parametrisation was chosen
because the data set used was also collected on sea ice in the high Arctic. When comparing
the density of the snow using a) a density cutter to b) density derived from the SMP and
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[82]’s parameterisation we experienced difficulties using the field data. The field measurements
include the high spatial heterogeneity of the snow-sea ice landscape. To derive an uncertainty,
further laboratory work (by using similar methods to [100]) is needed to better understand
uncertainties of the SMP-density derived method.

The effective thermal conductivity’s harmonic mean

For the purpose of this analysis, we assume the thermal gradient in a snowpack is vertical. For
a layered material, such as snow, the average thermal conductivity is represented in analogy
to Ohm’s law by conduction resistances in series [130]. In our case, as all sub-samples have
the same dimension, this simplifies the harmonic mean. The harmonic mean of a snow profile’s
thermal resistance (kX

eff) is calculated using Equation (3.5). Where n is the number of sub-
samples in a profile, and ki is the effective thermal conductivity of individual sub-samples, as
all sub-samples have the same dimension.

kX
eff =

⎛

⎜

⎜

⎝

n
∑

i=1
k−1

i

n

⎞

⎟

⎟

⎠

−1

(3.5)

After testing the listed parameterizations in Table 3.1, we used the parametrisation with
the highest r2 in relation to this dataset to upscale the single snowpits. The harmonically
averaged kX

eff of all the SMP profiles in winter were then grouped depending on the snowpit
site’s underlying ice type (e.g. FYI areas, SYI areas, or refrozen leads), topographic features
(e.g. ridges), and month to better understand spatial heterogeneity.

Average effective thermal Resistance

The SMP measurements of thermal conductivity and snow depth were used to investigate the

snow’s thermal resistance (R) on the ice floe using the k
Mac(I)
eff parametrisation. The snowpack’s

R-value is the temperature difference, at steady state, between the ice-snow interface and ice-
atmosphere interface, given a unit heat flow rate through a unit area (m2 K W−1). By combining
this definition and Equation (3.1), the snowpack’s R can be found by dividing the snow depth

(HS) by the profile’s kX
eff , as seen in Equation (3.6). The thermal resistance is a useful parameter

for modelling heat transfer in the sea ice system as it is including snow conductivity and depth
in one parameter.

R =
∆T

q
=

HS

kX
eff

(3.6)

The measurements were grouped as mentioned in Section 3.2.3.

3.2.4 Density profiles

We further investigated the reduction in density in April by using all density measurements
available. The instruments that are used to measure density include a density cutter (ρCutter),
a SWE tube (ρSWE; measuring snow water equivalent) and the SMP measurements (ρSMP),
using the parameterisation from [82], as indicated in Section 3.2.3.
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3.2.5 Atmospheric data

Using three independent instruments, we identified a density reduction, and to better explain
this, we used shortwave radiation data [131] from up and down radiometer systems, temperature
and wind data measured at 2 m [132] from a meteorological flux tower. These instruments were
deployed at Met City (a station approximately 200 m away from the snowpit measurements).
This additional atmospheric data helped us understand and explain the conditions that might
have caused the density reduction.

3.3 Results

3.3.1 Direct numerical simulations using FEM

Individual vertical snow profiles showed high vertical variability in a) the density profiles, b) Ak,
and as a result of this, high variability in kFEM

eff . Icy layers within the snow profile, crusts on the
surface and a ’remnant surface scattering layer’ at the snow-ice interface (a granular layer at the
top of the melting summer sea ice [133]) were of high density and low Ak, in contrast to the low-
density precipitated snow and high values of Ak for depth hoar. The vertical profiles of kFEM

eff in
Fig. 3.1 highlight the large variability amongst samples, showing that snow stratigraphy highly
influences thermal conductivity. The commonly occurring layers of depth hoar and rounded,
wind-blown snow are of similar densities of approximately 300 kg m−3. Due to these two grain
types being dominant on Arctic sea ice, we see a large proportion of our sub-samples densities
in the range of 200 to 400 kg m−3, seen in the high point concentration in this density range
in Fig. 3.2. The colour in this figure shows the range of Ak values and the influence of Ak

on kFEM
eff . Ak values ranged between 0.25 and 2, indicated in the legend in Fig. 3.2. Extreme

values of anisotropy in the lower range show icy layers and high values are depth hoar samples.
The density distribution of the kFEM

eff values are shown in Fig. 3.3, after a 550 kg m−3 density
cut-off is applied to exclude ice samples [134]. The average kFEM

eff value is 0.27 ± 0.17 W K−1

m−1. The errors given throughout this manuscript are one standard deviation (± 1σ).
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Figure 3.3: The density distribution of kFEM
eff for all µ-CT sub-samples with densities below 500

kg m−3 and the harmonic mean of the SMP profiles (kMac(I)
eff ) from January to March 2020. The

median values are indicated with the symbol Md in the legend. The error given in the legend
represents one standard deviation.

3.3.2 Parametrisations of thermal conductivity

The high variability amongst samples allowed our data set to cover density values of approxi-
mately 50 to 950 kg m−3 and anisotropy values between 0.25 and 1.25. This allowed us to test
each kX

eff parametrisation currently presented in this field.

When comparing kX
eff to kFEM

eff for all sub-samples, Fig. 3.4 shows the relationship for current
parametrisations for the full range of possible snow densities. The r2 values for each parametri-
sation can be found in Fig. 3.4. Using the parametrisation kLöwe

eff results in a low r2 value since
in the original work [95] the adjustable coefficients were optimised only in the density range
below 500 kg m−3). Adapting the work from [95] using Equation 3.4 results in a correlation

coefficient of r2 = 0.99. This k
Mac(II)
eff relationship to kFEM

eff is shown in Fig. 3.4.

Without including anisotropy in the parameterisation, k
Mac(I)
eff is the best representation of

keff , as it has the highest r2 value compared to this dataset. We use this parametrisation and
introduce the SMP to upscale our measurements of keff , of which we do not have corresponding
Ak or Ag measurements.

The harmonic mean reduces any profile outliers. The kX
eff profiles, therefore, have a smaller

range of values in the histogram in Fig. 3.3. Despite the reduction in the range, the median

value of k
Mac(I)
eff (Md = 0.25 ± 0.05 W K−1 m−1) aligns with the median value of kFEM

eff .
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Figure 3.4: Parametrisations of effective thermal conductivity plotted against effective thermal
conductivity measured using FEM. Each sub-sample was used to measure effective thermal
conductivity using i) direct numerical simulations on a finite element method (FEM) and ii)
different parametrisations using density, anisotropy and temperature. The top row shows the
performance of density parametrisations ([109, 99]), and the polynomial fit of this data set,

k
Mac(I)
eff . The middle row shows the performance of density and temperature parametrisations

[117] for −3oC, −20oC and −60oC. The bottom row shows parametrisations using anisotropy

[95] and the new parametrisation as an outcome of this study (kMac(II)
eff ).

3.3.3 Spatial heterogeneity and temporal changes

For the rest of the study, we use SMP profiles and the effective thermal conductivity’s harmonic

mean, k
Mac(I)
eff , using the density of the SMP profiles (ρSMP) calculated using [82] parametrisation

of density to investigate spatial heterogeneity and temporal changes of the snow cover on Arctic
sea ice.

To understand the heterogeneity of the snow depth (HS), we categorised the snowpits in situ
into ice type and ridged areas. Fig. 3.5 shows the snow heights, snow density (measured using
the SMP and the [82] parameterization), thermal conductivity and thermal resistance for each
ice type and for ridge areas. This can be seen in the grey box plots in the background of Fig.
3.5. Table 3.2 shows that more snow is found on Ridges with HS = 335 mm and less on leads
(as this ice type is when thin ice hass formed and snow has just started to accumulate) with 84
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mm on average. A breakdown of this dataset to investigate the average of each parameter for
individual months can be seen in the coloured bar charts in Fig. 3.5. The snow depth is highly
variable on all ice types, with standard deviations between 109 mm on FYI and 278 mm on
ridges. The range of snow depth on ridges (0 to > 1000 mm) shows consistently high spatial
heterogeneity throughout the winter season; therefore, temporal changes are less discernible
than in FYI and SYI areas.

Ice type HS (mm) ρSMP (kg m−3) k
Mac(I)
eff (W K−1 m−1) R (m2 K W−1)

Refrozen leads 84 ± 124 301 ± 41 0.25 ±0.06 350 ± 469
FYI 129 ± 109 294 ± 32 0.24 ±0.05 515 ± 404
SYI 144 ± 113 277 ± 26 0.22 ±0.04 660 ± 475

Ridges 335 ± 278 304 ± 30 0.26 ±0.05 1411 ± 910

Table 3.2: The median (± 1 σ) of snow depth (HS), density (ρSMP), harmonically averaged ef-

fective thermal conductivity using the Mac(I) parametrisation (kMac(I)
eff ), and thermal resistance

(R) for each ice type.

The snow density (ρSMP) median is slightly higher on refrozen leads, FYI and ridges, com-
pared to snow densities on SYI (values are given in Table 3.2). Snow density has a similar
monthly trend on all ice types (shown in the coloured boxplots in Fig. 3.5), increasing until
February/March and then decreasing in April. Looking at the median density values for this
season in Fig. 3.6 shows this feature in multiple data sets, not just the SMP. Fig. 3.6 shows a
density increase from November to March (ρSMP increases by 43 kg m−3, ρCutter increases by
78 kg m−3 and ρSWE increases by 96 kg m−3) and a decrease after that (average ρ decrease
in April is 24.3 kg m−3). The SMP penetration resistance was normalised for the snow depth
(Fig. 3.7) to see changes throughout the season to better understand the reason for this density
decrease. Fig. 3.7 shows a density reduction in April at the surface and lower depths of the
snow cover. This is further discussed in Section 3.4.3.

k
Mac(I)
eff has a standard deviation between 0.04 and 0.06 W K−1 m−1 for all ice types the

difference between the median k
Mac(I)
eff of these ice types is 0.04 W K−1 m−1, meaning the values

are very close and are not significantly different. This data can be found in Table 3.2. We see

an increase in k
Mac(I)
eff of snow on all ice types until March 2020. After March k

Mac(I)
eff decreases.

This is especially prominent on FYI and SYI areas.

The average R for the winter is lowest on refrozen leads and FYI areas, increasing slightly
on SYI and highest on ridged areas. R remained constant through the season on FYI and SYI.
Refrozen leads and ridges had high variability between months.
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Figure 3.5: Snow depth (HS), density (ρSMP), harmonically averaged thermal conductivity

(kMac(I)
eff ) and resistance (R) were all measured using a snow micro-penetrometer and plotted

against underlying ice type and month. A snow micro penetrometer was used to measure verti-
cal profiles of penetration resistance. These profiles can be used to extract snow depth, density
(using [82]), harmonically averaged effective thermal conductivity using the Mac(I) parametri-
sation, given in Equation (3.3), with the [82] derived density as an input, and, finally, the
resistance of the snowpack (R). These profiles are grouped by underlying ice type, topographic
feature (seen in the grey bar charts in the background of the figure, with grey stars indicating
the outliers), and month (seen in the coloured bar charts, of which the outliers are not shown).
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Figure 3.6: a) Time series of density using three independent instruments. The lines show the
daily average and the points show the individual measurements. b) a box plot grouping the
snow micro penetrometer measurements of density by month. c) a box plot grouping the density
cutter measurements of density by month. d) a box plot grouping the snow water equivalent
measurements of density by month. All box plots show the temporal change in the medians
(Md) and the number of data points in each box plot (n). e) the local air temperature at 2
meters above the snow surface (T2m) and downward shortwave (SW) radiation. f) time series
of wind speeds (u). Density measurements from different instruments within the snowpit are
compared in the upper plot against time.
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Figure 3.7: A heatmap of winter snow micro-penetrometer profiles on level FYI and SYI. All
snow micro penetrometer profiles are concatenated, and their depths are normalised. The nor-
malised SMP density signals averaged for all profiles within one month are displayed throughout
the winter to show seasonal changes in the snow cover. A relative height of 0 represents the
snow-ice interface, and 1 represents the snow-air interface.

3.4 Discussion

Before advancing our understanding of the snow’s thermal conductivity heterogeneity and tem-
poral trends, we must assess the performance of existing parametrisations on samples of snow
measured on sea ice in the high Arctic. The µ-CT simulations allowed us to assess the current
parametrisations for the complete ranges of density and anisotropy values. Following this, we
introduced two new parametrisations, with and without anisotropy. To investigate the spatial
variability of the snow cover, the µ-CT is not an ideal method due to the time required for
one measurement. We, therefore, introduced the SMP to have a larger sampling density. The
SMP does not have anisotropy measurements in parallel; therefore, a density parametrisation

(kMac(I)
eff , given in Equation (3.3)) was used for this up-scaling, as it had the highest r2 value

for this data set when compared to the kFEM
eff values. This approach ensured that the mea-

sured variability within the data set directly results from spatial heterogeneity and temporal
variability, and imprecise parametrisations do not influence the results. The implications of our
findings are discussed below.

3.4.1 Assessing existing parametrisations

A large range of the sub-samples density and anisotropy values allowed us to create parametri-
sations of thermal conductivity (and test existing parametrisations) for all ranges of density
(from 50 kg m−3 to 900 kg m−3) and anisotropy (from 0.25 to 2). The relationship between
density and kFEM

eff in Fig. 3.2 was compared to the parametrisations from [117] at −20 oC and
[99]. Through this comparison, we can see that the anisotropy heavily influences the kFEM

eff
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values. A snow sub-sample with a density of 400 kg m−3 can have a thermal conductivity value
ranging from 0.2 W K−1m−1 to 0.6 W K−1m−1 if the snow is isotropic or anisotropic in the
vertical direction, respectively.

Comparing parametrisations of kX
eff and kFEM

eff , seen in Fig. 3.4, allows us to analyse which
parametrisations represent the simulated kFEM

eff most accurately. Fig. 3.4 shows that kYen
eff

and kStm
eff align on the 1:1 line at low effective thermal conductivity values. However, for the

upper range of keff values, there is an underestimation when compared to kFEM
eff resulting in

the r2 value being 0.89 and 0.82 respectively. kCal3
eff , kCal20

eff , and kCal60
eff appear to underestimate

(overestimate) samples with high (low) anisotropy at lower kFEM
eff values. Despite this, kCal20

eff

has a very similar r2 value (0.96) to the polynomial fit of this data set (kMac(I)
eff ). The thermal

conductivity of our samples at higher densities correspond to the [117] predictions at −20oC;
this is a result of our simulations using kice at −20oC = 2.34 W K−1 m−1. When introducing
an anisotropy parameter, X = Löwe [95] is well suited for low densities, below 500 kg m−3, but
start underestimating for sub-samples with densities higher than 500 kg m−3. This was expected
as the parametrisation was not built for higher densities. We correct this parametrisation for

higher densities (outlined in Section 3.2.2, resulting in the k
Mac(II)
eff parametrisation with an r2

of 0.99.

In summary, we have introduced two new thermal conductivity parametrisations; see Equa-
tions (3.3) and (3.4). The latter requires an anisotropy factor, which can, for now, only be
measured in the laboratory using µ-CT. We recommend using Equation (3.3) when measuring
the thermal conductivity of snow on Arctic sea ice when only density measurements or approx-

imations are available. k
Mac(I)
eff is used throughout this study when there were no co-measured

anisotropy values, for example, when using the SMP. It is important to mention that calculations
of kFEM

eff excludes convection, which would increase the thermal conductivity values. However,
the convection is negligible compared to the conduction through the ice skeleton.

3.4.2 Spatial heterogeneity

Due to the high heterogeneity of the snow cover on Arctic sea ice, the highly time-consuming
µ-CT measurements could not represent the wide spatial heterogeneity. For this reason, we
could up-scale using the SMP after analysing suitable parametrisations from the µ-CT data set.
As previously mentioned, the SMP does not have simultaneous anisotropy measurements, so

the parametrisation k
Mac(I)
eff was used. The SMP data set consisted of 3266 profiles taken during

this study period. This is highly representative of the landscape due to the spatial scale of the
measurements taken over a variety of conditions and a large measurement sample size.

This is the first time we have been able to group a dataset of thermal conductivity measure-
ments by underlying ice type (FYI, SYI and refrozen leads) and topographic feature (ridges)
for one winter period. This has allowed us to analyse different features of importance for heat
transfer. Fig. 3.5 highlights that snow depth is highly dependent on the ridging of the ice, as
known from other studies on sea ice ridging [111, 135, 136]. ρSMP is slightly higher for refrozen
leads, likely due to the inclusion of brine in the snow on refrozen leads during formation, which
lowers the freezing temperature and increases the density. The same is for ρSMP measured at
ridged sites, which is likely due to wind densification. However, the standard deviation is large

enough for these variations not to appear significant. k
Mac(I)
eff is derived from the ρSMP; therefore,

we see similar dependencies in the groups, as explained above.

The average kFEM
eff for all sub-samples of this dataset had the value of 0.27 ± 0.17 W K−1

m−1 and the 1623 SMP profiles harmonically averaged between January and March profiles of
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k
Mac(I)
eff had an average value of 0.25 ± 0.05 W K−1 m−1, seen in Fig. 3.3. Including spatial

heterogeneity in models is critical for improving heat transfer through the snow cover. Fig. 3.3

compares the range of values of k
Mac(I)
eff and kFEM

eff to the constant average value of kCal20
eff and

kModels
eff (also represented as ks) = 0.30−0.33 W K−1 m−1 proposed by [137] and [138]. This

snow thermal conductivity value is inferred from thermodynamic ice growth and is widely used

in the modelling community [45, 125, 126]. The breakdown of k
Mac(I)
eff for each ice type can be

seen in Table 3.2. We propose that large-scale sea ice models test a lower average ks) value
of 0.25 ± 0.05 W K−1 m−1 for snow on sea ice. We have calculated this using independent
methods. We need to answer the question: what would happen in Arctic sea ice models if the
established value of keff was too high?

The snowpack’s thermal resistance R on sea ice heavily depends on topography. Ridged
areas showed approximately three times the thermal resistance compared to level ice areas. SYI
and FYI areas have similar R medians, with SYI areas having more significant heterogeneity
than FYI areas. Finally, refrozen leads have the lowest R and have a significant standard
deviation. Sampling bias is likely one reason for these large standard deviations (especially
on ridged and lead areas). Refrozen leads can not be measured until there is sufficient ice
thickness to walk on. However, different ages and seasons produce highly varying conditions on
the leads [139], and our sampling was not focused on measuring different ages of refrozen leads
throughout the season. This means that our sampling was likely not representative of the many
different conditions of refrozen leads and cannot be used to draw concrete conclusions about
snow thickness and thermal resistance. The high variability in the ridge’s R values is due to
the varying snow distribution. SMP measurements were taken adjacent and perpendicular to
the ridges to try and capture this heterogeneity.

3.4.3 Temporal change

The time component of this study shows that HS is highly variable, but the monthly median
of SYI and lead areas remain consistent throughout the season. These ice-type categories were
defined in situ. Snow depth on FYI increased until March, thereafter showing a decrease.
This decrease in snow depth is likely due to the significant wind speeds during the storm
event described by [140]. HS in ridged areas is highly heterogeneous and is likely due to the
blocks within the ridges causing an uneven sea ice topography causing high heterogeneity in
snow accumulation. Temporal variability of the ridged sites could also be due to the operator
selecting different ridge areas to measure or the sudden inaccessibility of different snowpit sites
due to ice dynamics.

By conducting this analysis, we have seen that there is an increase of ρSMP on all ice types

(and therefore also an increase of k
Mac(I)
eff ) until Feb/March 2020, followed by a decrease in both

ρSMP and k
Mac(I)
eff . This seasonal trend in ρSMP can be seen in Fig. 3.5 where ρSMP decreases

from 312 to 299 kg m−3, ρCutter decreases from 310 to 296 kg m−3 and ρSWE decreases from
310 to 264 kg m−3. Fig. 3.6 confirms this seasonal trend by comparing multiple-density data
sets. The air temperature at 2 meters, the downward shortwave (SW) radiation and the wind
speed are plotted in Fig. 3.6. After March, we see an increase in SW radiation and two warm
air intrusions in April. Wind speed variability remains high from November to April. Taking
the atmospheric conditions into account, a density reduction at the surface (relative height =
1) in Fig. 3.7 could result from:

• Snowfall precipitation would lower the average density. A layer with low thermal conduc-
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tivity k
Mac(I)
eff leads to a drastic decrease in the average thermal conductivity. We can see

in [140] that we had snowfall during this period; however this is not apparent in the snow
height data in Figure 3.5 on level (FYI and SYI) or ridged areas, but we saw an increase
in snow height on refrozen leads.

The reduction in SMP density the lower depths could be a combined effect of the below
three points:

• Erosion of the snow surface due to high wind speeds. [140] showed a reduction in SWE
during this period and concluded that the erosion of the snow drove this. Erosion of
the surface snow would leave behind a less dense lower snowpack, resulting in an overall
reduction in density. This process would also explain the reduction in snow depth.

• Vapour diffusion within the snowpack and sublimation of the snow surface produces a den-
sity reduction at the bottom due to depth hoar formation. [141]’s simulations showed sig-
nificant density reductions upon including diffusive water vapour transport within SNOW-
PACK. They showed that diffusive vapour transport could result in cumulative density
changes of −62 to −66 kg m−3 for the bottom layer in a shallow Arctic snowpack and
snow on sea ice. More work on implementing SNOWPACK with vapour diffusion and
studying this period would be required to confirm if this is a dominant process causing a
density reduction.

• Penetration of the hard density layers at the snow-ice interface (named the ’remnant sur-
face scattering layer’ in Section 3.3.1) changed due to sublimation within the snowpack,
contributing less to the overall statistics of high densities at the interface. A reduction in
measured densities at the lower depths would also reduce the SMP-derived SWE. There-
fore, this would also apply to the transect analysis in [140]. More work investigating this
snow-ice interface layer is required to form a conclusion.

Due to the combination of I) this seasonal trend in k
Mac(I)
eff and ii) snow depths, we see no

seasonal trend in R values on level ice, with a value of R = 515 ± 404 m2 K W−1 on first-
year ice and 660 ± 475 m2 K W−1 on second-year ice. Therefore, we can conclude that the
calculated values of R remain consistent during winter but include high spatial heterogeneity
due to snow depth variability. Ridged areas show a high heterogeneity throughout the season
but no significant change in the average R from January to April.

3.5 Conclusions

Using measurements of snow microstructure on different ice types and topographic features on
Arctic sea ice for a seven-month winter period in the high Arctic, we have built upon previous
work analysing the seasonal evolution of snow’s thermal conductivity [45, 117] using a method
that has not previously been used on snow on sea ice. By evaluating the seasonal evolution and
spatial heterogeneity of the snow’s thermal conductivity and thermal resistance, we assessed the
current thermal conductivity parametrisations and their performance for the range of possible
snow densities. We present two new parametrisations, with and without anisotropy.

Field measurements highlighted the need for a high sampling density to represent spatial
heterogeneity of thermal conductivity due to snow’s high heterogeneity in the Arctic sea ice
system. We conclude that the SMP data set used in this study can be used to measure the
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thermal conductivity’s heterogeneity as it had a large sampling size over a wide variety of
conditions. However, excluding anisotropy and convection are the limitations of this approach.
We propose testing lower values of snow thermal conductivities in large-scale sea ice models.

The average of k
Mac(I)
eff for all SMP winter measurements was 0.25 ± 0.05 W K−1 m−1 for snow

on sea ice. This indicates that 0.32 ± 0.01 W K−1 m−1, currently used in sea ice modelling,
may largely overestimate thermal conductivity. We also provide a breakdown of snow’s thermal
conductivity values per ice type and found the averages ranged from 0.22 to 0.26 W K−1 m−1

(the overview can be seen in Table 3.2).

By studying the temporal variability of snow density in Fig. 3.6, we infer and quantify from
three independent density measurements an increase in the snow’s density from November to
March (ρSMP increases by 43 kg m−3, ρCutter increases by 78 kg m−3 and ρSWE increases by 96
kg m−3) and a decrease after that (average ρ decrease in April is 24.3 kg m−3). It was found
that a combination of precipitation, high wind speeds causing erosion and re-deposition, vapour
diffusion within the snow and changes at the snow-ice interface, could all result in a density
reduction across the snow profile. This density trend projected the thermal conductivity on
first-year and second-year ice before the melt period started. Since a similar non-monotonic
behaviour is extracted for the snow depth, the thermal resistance of snow on level sea ice remains
approximately constant with a value of R = 515 ± 404 m2 K W−1 on first-year ice and 660 ± 475

m2 K W−1 on second-year ice. Although the k
Mac(I)
eff on ridged areas did not vary significantly

in comparison to level areas, we found approximately three times higher thermal resistance on
ridges (1411 ± 910 m2 K W−1), with extremely high spatial heterogeneity due to snow depth.
We conclude that ridged and level areas need to be treated separately in modelling, as thermal
resistance is almost three times higher in ridged areas. High spatial heterogeneity of thermal
resistance is apparent, but temporal changes in the snow cover are minimal during this period.
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Chapter 4

Ocean-sourced snow on Arctic sea

ice

Macfarlane, A. R., Mellat, M., Meyer, H., Werner, M., Brunello, C. F., Arndt, S., Wagner, D.
N., Jaggi, M., Krampe, D., Dadic, R., and Schneebeli, M.

In preparation for submission.

Abstract

The role of snow on Arctic sea ice is vast; it insulates and decreases sea ice growth in winter,
reduces surface sea ice melt due to its high albedo, provides fresh water in summer, is a source of
ions and sea salt aerosols, and currently causes a 70 % uncertainty in sea ice thickness estimations
from altimetry methods. Despite its importance, snow on sea ice is relatively understudied due
to the inaccessibility of the high Arctic. Here we use stable water isotope and salinity analysis
of the winter snow cover in the high Arctic to find that sublimation of the sea ice surface is
directly producing snow at the snow-ice interface. We call this "ocean-sourced" snow throughout
the manuscript. This results from the high-temperature gradients in the snowpack producing
large water vapour fluxes in the Arctic snowpack. We found that sublimation of the sea ice
surface and deposition of the water vapour in the snowpack contributes to up to 51−54 mm of
the snow depth equivalent. This finding has identified a source of uncertainty when comparing
snow water equivalent values between snow depths and snowfall, the heat transfer through the
ice and snow (as a highly-conductive material is being replaced by a highly-insulating material),
and the chemical composition of snow on sea ice (through better understanding the source of
sea salt aerosols and the contribution of a snowpack molecular iodine source to Arctic ozone
destruction). This new understanding highlights the need to include vapour flux modelling
in larger sea ice models and conduct further tests on sea ice surface sublimation with the
Community Earth System Model (CESM), which incorporates CICE and has coupled fluxes.
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4.1 Introduction

The reduction in Arctic sea ice impacts mid-latitude winters [142], and the relatively thin layer
of snow resting on top is the most significant uncertainty in future predictions of Arctic sea ice
[20]. In the "new" Arctic, we are predicting faster and larger increases in precipitation than
previously projected [143], which means more snowfall in winter and early-onset rain-on-snow
events. The quantitative link between precipitation and sea ice extent is poorly constrained
[144]. A better understanding of the response of increased precipitation on the Arctic sea
ice energy balance is needed to assess the sensitivity and better predict future Arctic sea ice
conditions.

Snow is the insulating barrier between the sea ice and the atmosphere [145], a key element
in the mass balance [146] and a source of aerosols [147] and other chemical compounds [148].
Accurate estimations of the snow depth and internal processes within the snow cover on Arctic
sea ice are critical for many components of the sea ice system.

High wind speeds on Arctic sea ice produce large layers of wind-blown snow in the snow cover.
Once the blowing snow has settled and undergone wind compaction on sea ice, it is exposed to
extreme internal temperature gradients in the range of 100 ± 50 K m−1 between the sea ice
surface and the atmosphere [27]. This produces perfect conditions for snow metamorphism and
causes vapour fluxes in the snow [149]. These internal processes, including re-crystallisation
through metamorphism (sublimation and deposition) and vapour exchange, alter the snow’s
chemical and physical composition, making this layer a complex piece of the puzzle. This study
focuses on temperature gradient metamorphism, where temperature differences drive the vapour
diffusion within the snow. The equilibrium vapour pressure is higher above warm ice surfaces,
causing sublimation and deposition onto the colder surface. This re-crystallisation of the snow
produces a highly dynamic snowpack, which is not yet accounted for in current large-scale
climate models [150]. Most of the current detailed snow models, such as [151] and [152], do
not include the upward water vapour flux. We try to answer (through stable-water isotopes)
whether internal, post-depositional processes occurring in this small but highly dynamic layer
are critical processes that should be included in large-scale sea ice models.

Stable water isotopes can be used as a process tracer in the water cycle. The isotopic
fractionation of stable water isotopes in a snow cover is the preferential partitioning of heavier
and lighter isotopes during a phase change. Fractionation can be either i) equilibrium or ii)
kinetic, reflecting differences in i) equilibrium constants or ii) rate constants for isotopic species
[153]. As a result, isotopic signals can be used to understand the origin and changes of snow’s
isotopic signature caused by sublimation and deposition [31, 32, 33, 34, 35, 36]. Sublimation
and deposition occur on all ice surfaces in the snow cover subjected to a temperature gradient.
As a result, snow in the sea ice system is often undergoing large amounts of sublimation and
deposition (due to the high temperature gradients), in parallel to other processes (e.g. flooding,
wind redistribution etc.) resulting in complex isotopic signatures of the snowpack [154].

Through the MOSAiC campaign, we collected samples of snow on sea ice in high-resolution
(3 cm) vertical profiles. These samples were collected for stable water isotope and salinity
analysis. We present our findings which have the ability to correct discrepancies in snow depth
and snowfall measured in situ and identify a significant sea salt aerosol source in the sea ice
system [155].
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4.2 Methods

4.2.1 The MOSAiC expedition

This manuscript studies snow on sea ice in the winter months from January 2020 to May 2020
in the high Arctic between 83.4oN and 88.6oN. The research vessel Polarstern was drifting
alongside a single ice floe as part of the MOSAiC expedition. To describe the evolution of
the snowpack conditions over time, we set up "snowpit sites" on the ice floe. We returned
to these snowpit sites weekly unless ice dynamics meant they were inaccessible. The snowpit
sites included FYI areas, SYI areas, leads and ridges. The set-up of these snowpit sites on
the ice allowed for in-situ measurements of snow properties [62]. One "snowpit event" is one
visit to the ice and includes a library of different physical, chemical, isotopic and conductivity
measurements of the snow, measured simultaneously [63]. The snowpit research used in this
study focuses on microstructural and chemical analysis of snow, including salinity and stable
water isotope measurements. Snow samples were taken in the field and analysed after returning
to onshore laboratories.

4.2.2 Stable water isotope and snow salinity profiles

Designated areas were assigned to snow measurements on the MOSAiC winter floe and named
"snowpits". The snowpit sites were chosen randomly and were a collection of measurements
taken within one "Event". One Event represents one trip to the ice. Within these snowpits,
isotope samples were collected in profiles. In total, 514 isotope samples were collected and anal-
ysed in two laboratories (The Swiss Federal Research Institute WSL and The Alfred Wegener
Institute) for this study period. Both datasets contribute to this study. The first dataset [73]
took vertical profiles of snow samples (each 100 cm3). These samples were measured for density
in the field and then transported to the ship in sealed plastic cups. The vertical resolution of
these samples was every 3 cm in the vertical. After the samples were transported to Polarstern,
the samples were melted for salinity measurements (using the YSI 30 Salinity, Conductivity
and Temperature sensor, [76]) and sealed into glass jars onboard Polarstern. As a result of this
sampling protocol, δ18O and δD isotope composition were measured at the same intervals as
density and salinity profiles. Each sample in this dataset was transported to Switzerland and
measured for stable water isotopic composition at WSL, Zurich, using a Los Gatos Research
(LGR) Isotopic Water Analyzer (model IWA-45EP) instrument.Each sample was measured five
times in this dataset [73] with a resulting measurement uncertainty of δ18O ± 1 ‰ and δD ±

2 ‰, and accuracy of δ18O ± 0.5 ‰ and δD ± 1 ‰. The second dataset [156] was collected
in the snowpit at three layers: top, middle, and bottom. A plastic shovel was used to sample
the snow in these three layers directly into plastic bags. These samples were transported to
Polarstern and remained frozen onboard as they were stored at −4oC. After the expedition, this
second dataset was sent to AWI, Germany, thawed at room temperature, poured into 20 ml
glass vials, sealed with parafilm tape and stored at 4°C. This dataset was measured for stable
water isotopes using mass spectrometers (DELTA-S Finnigan MAT, USA) to an accuracy of 0.1
‰ for δ18O and 1.0 ‰ for δD. The measurement protocol was the same in this second dataset,
which also took an average of five measurements for each sample. Both datasets are published
with open access in Pangaea, where more details can be found. A comparison was conducted
between the two laboratories by measuring 50 samples twice to show continuity between the
datasets. It was found that the WSL-measured samples needed a correction due to evaporative
fractionation during sample storage. The correction was done by calculating the mean of this
dataset to the mean of the parallel dataset and correcting for the difference. This was possible
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as the histograms for both datasets were of a similar shape but appeared to have a shift. As a
result, the δ18O was corrected by −6.4 ‰, the δD was corrected by −36.4 ‰.

Isotopic profiles were normalised, and the term "relative height" was used in this study to
account for the heterogeneity of the snow cover. By analysing normalised profiles (where 0 is
the snow-ice interface and 1 is the snow-atmosphere interface), we can identify seasonal and
vertical profile trends without addressing the complex spatial variability and redistribution of
snow across the ice floe.

4.3 Results

4.3.1 Stable water isotopes as a tracer

Throughout this article, the stable water isotopes δD and δ18O denote the ratio of stable
isotopes protium (1H) / deuterium (2H) and oxygen-18 (18O) / oxygen-16 (16O) relative to the
Vienna Standard Mean Ocean Water (VSMOW). This manuscript gives the ratios in parts per
thousand (‰). We know that kinetic fractionation through metamorphism causes enrichment in
the heavier isotopes within the snowpack and modifies the original vapour and snowfall isotope
signal [157]. The temperature differences in the pore spaces lead to a difference in water-vapour
concentration, hence diffusion within the pore spaces. This leads to local vapour-pressure
deviations (compared to equilibrium vapour pressure), causing snow sublimation. Sublimation
is where the snow undergoes a phase change from a solid to a vapour state, preferentially
evaporating the lighter isotopes from a warmer surface. This vapour then deposits on a colder
surface [158]. However, few studies investigate the implications of this [159, 160, 161]. The
large vapour fluxes within the Arctic snowpack, as mentioned in the previous paragraph, are a
result of the temperature gradients causing sublimation of I) surface snow into the atmosphere
(and removed just after [162]) or ii) in the interstitial air within the snowpack (available to re-
exchange and deposit on the ice crystals). These vapour fluxes are expected to highly alter the
isotopic signature of the thin snowpack on sea ice. The gradient in Figure 4.1a of the relationship
between δD plotted against δ18O for the two datasets can be an indication of internal processes
in the snow. We found the average surface snow sample is less enriched in δ18O and δD than a
snow sample at the snow-ice interface, seen in Figures 4.1a and 4.1c.

To investigate temporal changes of the isotopic signature of the snow cover, the heatmap
is demonstrated in Figure 4.2, which presents the δ18O profiles. This figure shows that δ18O
values are more enriched at the snow-sea ice interface. Figures 4.1 and 4.2 indicate a consistent
isotopic gradient throughout the season. The snow enrichment at the sea-ice interface suggests
the sublimation processes occurring. However, the amount of enrichment shown in the lower
snowpack compared to the surface snow implies another process occurring. Due to the δ18O
values being comparable to the sea ice surface (Figure 4.3), we hypothesise that the water-
vapour saturated air at the snow-sea ice interface is highly enriched due to the sea-ice surface
sublimation. When this enriched vapour deposits in the snowpack, we have an isotopic signal
of the snow similar to the sea ice (see the schematic in Figure 4.4 to explain this process).
[161] and [163] showed a strong enrichment in δ18O between snow and water-vapour-saturated
air within the snowpack. We support this hypothesis with other tracer measurements outlined
below.
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Figure 4.1: Stable water isotope analysis for the snow samples collected within the snowpits on
the MOSAiC expedition a) the relationship between the oxygen-18 to oxygen-16 ratio (δ18O)
and the protium (1H) to deuterium (2H) ratio (δD), b) the oxygen-18 to oxygen-16 ratio (δ18O)
plotted against deuterium-excess, and c) the time series of the oxygen-18 to oxygen-16 ratio
(δ18O). In all three plots, colour represents the height of the top of the sample from the sea
ice surface. The black points represent samples collected above 0.25 m snow height, indicating
samples collected at ridged ice areas.
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Figure 4.2: A time series heatmap of average δ18O (left) and d-excess (right) sample values
averaged by relative height from the sea ice surface of the top of the sample. The values in the
boxes indicate the number of samples in the dataset at the relevant height for the indicated
month (the different colours are for visual purposes only). The black horizontal line indicates
the snow-ice interface.

Figure 4.3: The relative height profiles of the oxygen-18 to oxygen-16 ratio (left) and deuterium-
excess (right) from January to May 2020. The number of samples (n) and the means are
annotated for each layer.
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4.3.2 Salinity and d-excess as tracers

The Arctic snowpack is known to contain salinity which has previously been thought to result
from three processes: i) frost flowers (ice vapourising into the dry air and then refreezing, often
above a highly saline brine layer due to expulsion from the ice surface), ii) sea spray (from
nearby open water during an event with high wind velocities), and iii) capillary effect within
the snow cover where brine from the sea ice is conveyed into the snow by capillary action. [164]
explains these three processes in detail. The conductivity of each snow sample (Figure 4.5)
shows that NaCl was present in 58 % of the samples taken in the snowpits during this study
period. The majority of saline samples have a negative d-excess. Previous studies assumed
capillary action [164], and capillary rise in the snow was tested by [165, 166].

The snow-sea ice interface temperature was, on average, −13.3 ± 4.2 oC during this study
period. Salt does not sublimate at these low temperatures but undergoes crystallisation under
high concentrations producing different minerals [167].

The deuterium excess (d-excess) is a second-order isotope parameter (d-excess = δ2D −8 ×

δ18O ) that is specifically sensitive to the conditions during evaporation and sublimation [168].
D-excess depends mainly on temperature and humidity conditions during evaporation [168, 169,
170]. For example, negative d-excess values were observed in water vapour from ocean water in
high humidity and low-temperature conditions. Sublimation reduces d-excess in the snowpack,
with the water vapour having a relatively high d-excess [171, 34, 172, 36, 173]. D-excess is
also affected by ice crystal formation under supersaturated conditions. (this process is lowering
both δ18O and d-excess of the remaining vapour, leading sometimes to negative d-excess values.
In the Arctic, typical snow d-excess values range from approximately 0 ‰ to 15 ‰, and 5
to 20 ‰ when the samples were from multiple taiga and tundra Arctic snow profiles (Alaska
and Finland) [35], and central Greenland respectively [174]. [175] observed "exceptionally low"
d-excess values of −5 ‰ in the McMurdo Dry Valleys in Antarctica. An important feature of
the datasets analysed in this study saw d-excess values as low as −25 ‰ in snow samples that
are taken close to the sea-ice interface.

The d-excess heatmap in Figure 4.2 shows a contrast between the underlying sea ice with an
average d-excess of 0.7 ± 2.2 ‰ and the lower fifth of the snow cover with an average d-excess
of −5.4 ± 8.4 ‰. A hypothesis for this difference is due to the lower half of the snow being
composed of sea ice with an enriched δ18O and δD isotopic signal, the two stable water isotopes
have a hypothetically infinite source of stable isotopes throughout the underlying ice, whereas
in the above snow cover, we are getting extremely negative d-excess values meaning that the δD
ratio is changing at a different rate than the δ18O. This could mean either a) δD is relatively
more depleted (compared to a d-excess of zero), or δ18O is relatively more enriched (compared
to a d-excess of zero), both of these results in a negative d-excess. However, when looking at
the δ18O profile, there is no difference between the sea ice and underlying snow, so a process
within the lower layers of the snowpack is causing δD to be relatively more depleted. In short,
the underlying snow has experienced extreme sublimation and deposition, which lowers the d-
excess. Unlike the underlying ice, the d-excess signal cannot recover to a typical zero value due
to the limited source of stable water isotopes; therefore, δD is relatively more depleted in the
bottom of the snowpack. As a result, we can use d-excess as a tracer for highly metamorphosed
"snow" originating from sea ice.

We compare our snow samples’ d-excess and salinity values and highlight two independent
features of snow on sea ice. 1) Saline samples with a positive d-excess occur in samples collected
on snow above refrozen leads (see Figure 4.5), likely a result of wind-blown snow accumulating
on the leads and wicking. 2) The majority of saline samples on first-year ice (FYI) have a
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negative d-excess (see Figure 4.5). This supports our conclusions on sea ice sublimation as
upward vapour fluxes would leave behind salty pockets.

Figure 4.4: A schematic with a µ-CT image overlayed to show the sublimation of the snow-sea
ice interface. The background schematic shows different processes which could contribute to
the salty snow above sea ice (adapted from [164]), where the orange represents locations of the
saline pockets, the black arrows represent vapour fluxes from the sea ice surface and deposition
and formation of depth hoar crystals. ITE represents the height of sublimation of the sea ice
surface, HS is the snow height, hi is the ice thickness, and hf is the freeboard. Saline ice is
commonly a feature of first-year ice. Therefore, this schematic only shows an example of first-
year ice processes. This diagram is not drawn to scale

In late summer/early autumn, the first snowfall often creates a thin skim of slushy snow
on the sea ice surface. In this skim, snow and briny water become mixed and eventually freeze
into a layer of ice; this ice has both atmospheric and oceanic sources. This mixed-ice layer may
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be an additional contributing source to the isotope signatures within the basal snowpack and a
source of saline snow.

Figure 4.5: Sample salinity values plotted against deuterium-excess. The colour indicates the
height of the sample above the snow-ice interface. The different markers indicate the ice types
under the snowpit. The legend indicates the snow samples collected on first-year level ice (FYI)
and second-year level ice (SYI), leads and ridges. One point in this figure is one snow sample.
The sample collection period is between January and May 2020.

4.3.3 The rate of the sea ice sublimation

a) Controlled laboratory conditions

[42] investigated the sublimation rate of an ice surface under a temperature gradient in controlled
laboratory conditions. A temperature gradient of 100 K m−1 was applied to a snow sample (with
a surface temperature of −40, and a ground temperature of −5 ◦C over a snow sample of height
100 mm) , with a higher temperature at the bottom for 21 days (with the snow density, ρs =
201 kg m−3 and SSA = 15.4 m2 kg−3) on top of an ice lens . This snow density is marginally
lower than the conditions found on sea ice in the Arctic [176]. However, a temperature gradient
of 100 K m−1 is typical for this study region. [42] calculated the apparent movement of the
ice lens from the ice-voxel fraction profile (where the ice-voxel fraction was equal to 1 in the
ice lens). The linear fit of the ice lens surface movement is given in Equation 4.1, where t
corresponds to the time in days, and zil − zil,0 represents the height of sublimation of the sea
ice surface (named ice thickness equivalent, ITE, in this study).

zil − zil,0 = 0.11 × t + 0.07 (4.1)

Sublimation of the ice surface between January and May 2020 (150 days) has an ITEa of 16.57
mm. ITE can be converted to Snow Depth Equivalent (SDE) by taking the average density of
snow and ice as ρs = 291 kg m−3 (from average density snow micro-penetrometer measurements
in [176]), and ρi = 900 kg m−3, respectively [177], and then applying Equation 4.2. This results
in a snow depth equivalent, SDEa = 51.25 mm, using this method.

SDE = ITE ×
ρi

ρs
(4.2)
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[42] also concluded that the rate of ice mass flux (ja) from the sublimating ice lens into the
snow was ja = viρi = 1.2×10−6 kg m2s−1, where vi is the rate that the ice lens sublimated. In
150 days this amounts to 15.55 kg m2 of sublimated ice mass.

b) Isotope composition

In the sea ice environment, we have a clear differentiation of atmospheric sourced snow (with
values of δ18O between approximately −15 ‰ to −35 ‰ [35] and sea ice frozen from the ocean
water (with second-year ice (SYI) having average δ18O values of −3.1 ‰ and first-year ice
with average δ18O values of −0.7 ‰ [178]). This allows us to calculate the percentage of our
snowpack originating from "atmospheric-sourced" snow and sublimated sea ice, which we name
"ocean-sourced" snow throughout this article. Figure 4.3 shows our surface snow samples δ18O
values have an average of −22.7 ± 6.2 ‰ (n = 35) between January and May 2020. For the
same period, the underlying sea ice has δ18O values of −4.5 ± 3.1 ‰ (n = 83). The average
snowpack for this season has a mean δ18O of −17.9 ± 8.9. A simple ratio calculation between
these values showed a 28 % enrichment of the δ18O snowpack. If our average snow height is 192
mm ± 158 [179] this is an SDEb = 54 mm of ocean-sourced snow. This results in ITEb = 17.5
mm.

SDE calculated from isotope analysis (SDEa) is seven per cent smaller than SDEb calculated
from ice surface sublimation. These independent methods have a large variability individually,
producing snow depth equivalent values in a similar range. The calculated range of estimated
sublimated ice has the ice thickness equivalent of 51 − 54 mm.

4.4 Discussion

The simultaneous measurements of chemical and physical properties allow us to advance our
understanding of internal post-depositional processes within the snowpack on Arctic sea ice.
Stable water isotopes and microstructural measurements of the snow and underlying sea ice
were collected in parallel to investigate the role of sublimation and evaporation under extreme
temperature gradients. We found that sea ice sublimation produces 28 % of the snowpack. We
call this "ocean-sourced" snow throughout this manuscript. The resulting vapour flux in the
snowpack is a key driver in the snow’s isotopic signature. We present calculations of the sea
ice surface sublimation rate using a) sublimation rates of an ice surface and b) isotope analysis.
Finally, salinity measurements of the snow cover are presented alongside d-excess values.

Sublimation of snow enriches the δ18O signal of the snow. Previous laboratory and field
studies have found that δ18O enrichment during sublimation causes a difference of 1−5 ‰

[175, 171]. However, it is important to mention that these studies have a smaller timescale.
We agree that the sublimation of the snow alone contributes to our enrichment signal, but this
does not explain the enrichment of δ18O to near-ice δ18O values. Another explanation must be
given for the near-ice δ18O values of the snow close to the snow-sea ice interface. We use δ18O,
d-excess and salinity as tracers within the snowpack to understand the source of the snow. It is
uncommon for d-excess to have negative values with sublimation alone [180, 181]. The d-excess
value of the underlying sea ice has an average value of 0.2 ‰ (Figure 4.3). The contrasting
snow d-excess values imply different processes occurring in the snow and the underlying ice.
We hypothesise that the snow and sea ice are both sublimating, but the resulting vapour from
the sea ice sublimation is undergoing deposition and producing enriched snow at the sea ice
interface. The combined analysis of δ18O and d-excess prove that ocean-sourced snow, due to
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the sublimation of sea ice, is a major influence on the isotopic signature of the snowpack on sea
ice. Using isotopes, we estimate that 28 % of the snow on sea ice is from the sublimation of the
sea ice surface. This result puts an emphasis on testing the current inclusions of vapour fluxes
in large-scale sea ice models (e.g. CICE [18]).

4.4.1 Precipitation estimates

When precipitation is modelled throughout the Arctic, we often compared it to in situ snow
water equivalent measurements for validation [140]. If 28 % of the snow on sea ice is from the
sublimation of the sea ice surface, we are underestimating the snow water equivalent of snow on
Arctic sea ice if measuring remotely (e.g. reanalysis precipitation estimates), and precipitation
could be overestimated by 28 % when comparing to in situ snow depth measurements. This
has major implications on our estimations of snow mass in the Arctic, which in turn introduces
uncertainties in the amount of snow deposited into leads and accumulating around ridges,
further influencing heat flux through the Arctic snowpack. With more precipitation predicted
in the Arctic region due to climate change, a current difference of 28 % could be detrimental to
reducing uncertainties of the future Arctic conditions.

4.4.2 Heat transfer

The sublimation of the sea ice surface and the density reduction of snow on sea ice has implica-
tions for the thermal conductivity of the snow cover. We now understand that approximately
20 mm of sea ice is producing approximately 50 mm of snow depth equivalent on sea ice. This
process is transforming a highly conductive material (with thermal conductivity of 2.34 W K−1

m−1) into a low conductivity material (with a thermal conductivity of 0.27 ± 0.17 W K−1 m−1;
[176]). This could have significant consequences when calculating ice growth rates. Vapour
fluxes are now known to be an essential part of the snow-on-sea ice system, and future work
needs to test vapour fluxes in large-scale sea ice and climate models, for example, CICE in
CESM [18].

4.4.3 Sea ice chemistry implications

Vapour flux within the snowpack has significant implications for other gasses and could indicate
a larger process understanding in the biogeochemistry community. We now understand that
an additional process (sea ice surface sublimation) could produce saline snow on level ice. The
saline snow on level ice in this analysis also had a majority of negative d-excess (see Figure 4.5).
This is in contrast to saline lead samples which have a positive d-excess. This indicates that
there are two independent processes creating saline snow.

FYI is more saline than SYI, and in the "new" Arctic (with more first-year sea ice), we
predict a larger proportion of the snow cover to include NaCl. This is important information
when i) modelling future Arctic freshwater sources (essential for ecological communities), ii)
microwave remote sensing backscatter signals (influenced by salinity in the snowpack), iii) mod-
elling and understanding sources of sea salt aerosols and their role in polar climate [155], iv)
better constraining the origin of bromine and iodine on Arctic sea ice, hence understanding
the contribution of a snowpack molecular iodine source [182] to Arctic ozone destruction [183].
Models including vapour fluxes through the snow are necessary for modelling gas exchanges
through the Arctic sea ice and snow.
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4.4.4 Conclusion

Sublimation of the sea ice surface is the dominant process affecting the isotopic signature of
snow on sea ice and creates a mix of atmospheric and ocean-sourced snow. The sublimation
of approximately 20 mm of the sea ice surface results in saline snow and mineral deposition in
the snowpack. 58 % of samples taken in this study between January and May 2020 contain
NaCl, and most of these samples taken on level ice have a negative d-excess value. Using two
independent calculations, we estimate that 50−54 mm of snow on sea ice is ocean-sourced.
This new understanding explains the negative d-excess values reaching as low as −30 ‰, in
combination with saline samples. These findings have wide-reaching implications in sea ice
research; from identifying uncertainty in precipitation estimates (when comparisons are made
to in situ SWE measurements), the heat transfer through the ice and snow (as the highly-
conductive ice is being replaced by the highly-insulating snow), the chemical composition of snow
on sea ice (through better understanding the source of sea salt aerosols and the contribution of
a snowpack molecular iodine source to Arctic ozone destruction). This new understanding and
the suggestion to include vapour flux modelling in larger sea ice models have the opportunity
to reduce major uncertainties in this field.
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Abstract

The microstructure of the uppermost portions of a melting Arctic sea ice cover has a dispro-
portionately large influence on how incident sunlight is reflected and absorbed in the ice/ocean
system. The surface scattering layer (SSL) effectively backscatters solar radiation and keeps the
surface albedo of melting ice relatively high compared to the ice with the SSL manually removed.
Albedo measurements provide information on how incoming shortwave radiation is partitioned
by the SSL and have been pivotal to improving climate model parameterisations. However, the
relationship between the physical and optical properties of the SSL is still poorly constrained.
Until now, radiative transfer models have been the only way to infer the microstructure of the
SSL. During the MOSAiC expedition of 2019−2020, we took samples and, for the first time,
directly measured the microstructure of the SSL on bare sea ice using X-ray micro-computed
tomography. We show that the SSL has a highly anisotropic, coarse, and porous structure,
with a small optical diameter and density at the surface, increasing with depth. As the melting
surface ablates, the SSL regenerates, maintaining some aspects of its microstructure throughout
the melt season. We used the microstructure measurements with a radiative transfer model to
improve our understanding of the relationship between physical and optical properties at 850
nm wavelength. When the microstructure is used as model input, we see a 10−15 % overesti-
mation of the reflectance at 850 nm. This comparison suggests that either a) spatial variability
at the meter scale is important for the two in situ optical measurements and therefore a larger
sample size is needed to represent the microstructure or b) future work should investigate either
i) using a ray-tracing approach instead of explicitly solving the radiative transfer equation, or
ii) using a more appropriate radiative transfer model.
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5.1 Introduction

The 2019 IPCC special report on the ocean and cryosphere in a changing climate states that
sea-ice albedo feedback is a key driver of sea-ice loss [184, 185]. However, a lack of process un-
derstanding makes differentiating between anthropogenic and natural drivers of summer Arctic
sea ice variability a challenge [186, 187, 188]. We currently understand that the high reflectivity
of sea ice exerts a large cooling influence on the Arctic system [189]. Nevertheless, global cli-
mate models have highly variable representations of the sea-ice albedo feedback [190, 191, 192],
which contributes to uncertainty in climate projections. These variabilities come from spatial
and temporal heterogeneity in surface conditions (including sea-ice properties, snow cover, and
albedo [193]). Our understanding of Arctic sea-ice melt processes needs to advance to improve
projections of sea-ice conditions.

The sea-ice extent at the end of the summer of 2020 was the second lowest in the satellite
record [194], continuing the trend in the recent sea-ice decline. A Siberian heat wave in the spring
of 2020 initiated an early Arctic sea-ice melt [195], resulting in the melt season lasting more than
a month longer than usual, with July and August 2020 being, on average, the all-time warmest
and wettest months [25]. During the same year, the Multidisciplinary drifting Observatory
for the Study of Arctic Climate (MOSAiC) expedition was moored alongside an ice floe in
the transpolar drift stream collecting measurements [196, 62]. The interdisciplinary approach
allowed for the comparison of many measurement techniques and for experts in various research
fields to work simultaneously on sea ice. This holistic approach allowed novel combinations of
instruments to be installed and used on sea ice to better understand the influence of changes in
the Arctic on sea-ice processes.

In the Arctic, the melt season conditions cause the highly reflective snow to melt, exposing
bare sea ice to solar radiation. As a result of the absorption of this solar radiation, a porous,
granular, and highly fragile pillared structure begins to form at the top of the melting sea ice.
Here we refer to this surface structure as the surface scattering layer (SSL). The surface type
is known as melting "bare ice", "white ice", or "loose, large ice grain layer" in the literature
[197, 137, 198, 37, 199, 200, 38, 201]. Unlike snow, the origin of the SSL is not atmospheric but
melting sea ice. The SSL governs the optical properties of summer sea ice due to its effective
backscattering of solar radiation, which keeps the surface albedo relatively high [137]. As a
result, the SSL plays a vital role in the energy budget of melting sea ice and determines the
surface melt of Arctic sea ice during summer [201]. Despite the importance of the SSL for optical
properties, there is no quantitative description of the evolution of the pore microstructure during
melt [202], as the microstructure of the SSL has been challenging to measure in detail.

Measurements of the SSL microstructure previously relied on transporting the ice sample
from its area of origin to a suitable laboratory to study its properties without structural change.
Light et al. (2008) [37] describe the SSL as an "intricate skeletal structure of fragile ice crystals".
Because the SSL exhibits such a fragile structure, transporting it without structural change is
difficult. Therefore, due to its high porosity and fragility, the microstructure of the SSL has not
previously been measured in situ. Measuring the SSL in situ has previously been impossible
without implementing an adopted method of casting [203].

Prior measurements were focused primarily on thickness and images of the surface. We
know that the thickness of the SSL varies spatially between approximately 0.01 and 0.10 m
[37, 200]. For this study, we define the SSL as the surface structure with densities below 700 kg
m−3. This threshold slightly exceeds the threshold for firn [134]. Due to the vertical structural
arrangement and increase in density, using a ruler to penetrate the structure to lower depths
and measure the complete thickness of the SSL is challenging. Without manually removing the

68



SSL, the thickness is often underestimated [201]. Future work to obtain a better measurement of
the SSL thickness would benefit from using a shovel to remove the surface layer to the greatest
depth that is physically feasible. Through ice cores, we know that a large proportion of the
volume of Arctic sea ice is composed of granular and columnar ice. The latter has pore space
elongated along the vertical [204, 205, 206], which informs our understanding of the surface
microstructure during the melt season. During the melt, a liquid film grows along the grain
boundaries, which then causes more melt in these areas. This process is nicely visualised in
Figure ∼2 in Dash (2006) [207]. The elongated pore space, gravity drainage of surface water,
and internal melt along the vertically elongated grain boundaries [208, 209, 210] likely explain
the pillared structure of the SSL.

Below the SSL lies the drained layer (DL). DL thickness is limited to the difference between
the freeboard height and the SSL thickness. Perovich (2017) [200] notes a DL thickness ranging
from 5 to 30 cm. Densities of the DL lie within the range of densities for the underlying interior
ice (IL), 700−900 kg m−3. The only difference between these two categories (DL and IL) is
that the DL depends on the freeboard height, and the meltwater drains away by gravity, leaving
airspace and higher scattering. As the surface undergoes melt, the SSL is ablated, and the DL
undergoes preferential crystal boundary melt, which causes the porosity to increase and the DL
to transition into the new SSL. The seasonal evolution of these layers is shown in the schematic
in Figure 5.1. The porosity of these layers is due to different internal processes: the SSL has a
high porosity (density range of approximately 0−700 kg m−3) due to preferential grain boundary
melt [207]. The DL porosity is due to brine channel drainage and pathways forming for brine
and meltwater [211]. Finally, the IL porosity is due to brine channels within the columnar ice
(with IL density of approximately 700−900 kg m−3, which decreases throughout the summer
[212]). During the melt season, wet snow metamorphism and surface ablation cause freshwater
infiltration through the SSL and DL pore spaces. We can assume that shortwave radiation is
producing grain boundary melt at the surface and causing an increase in porosity. However,
because shortwave radiation intensity decreases at lower levels within the ice structure, another
mechanism must cause an increase in porosity. At these lower levels, the increased porosity is
therefore attributed to brine channel conditions.

The high light scattering of the SSL is responsible for the consistently high albedo and
relatively low transmittance of bare, melting sea ice [37, 213]. Surface melt and constant
regeneration of the SSL layer produce a consistently high albedo during the Arctic summer
[214, 215, 216]. Therefore, the SSL plays a crucial role in the energy balance of sea ice during
the melt season. Light et al. (2022) [38], in comparing data from MOSAiC and the Surface
Heat Budget of the Arctic Ocean (SHEBA) expedition, confirmed that "the spectral albedo for
bare, melting sea ice also appears invariant with respect to the ice age (first-year, second-year,
multi-year). We suggest that the principal reason for this invariance is the ubiquitous presence
of surface scattering layers". This suggestion notably excludes sedimented areas. Throughout
this manuscript, albedo represents the integrated hemispherical spectral albedo, and reflectance
refers to the reflectivity of an artificially illuminated surface. Measurements of sea ice albedo
and reflectance are most informative when combined with observations of the physical prop-
erties of the SSL and not simply its thickness, as the thickness is often underestimated when
measured by a ruler (as previously explained). Light et al. (2022) [38] advised that observations
should include surface type description, snow and ice thickness, snow grain size and density, ice
freeboard, temperature, and texture.

Until now, measurements of the microstructure of the SSL have not been made. Radiative
transfer models (RTMs) have been used to infer the microstructure of the ice surface from
optical measurements [217, 209, 37, 213, 199, 200]. Inherent optical properties (IOPs) are
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Figure 5.1: This schematic represents the surface scattering layer (SSL) formation from the
beginning of the snowmelt in spring through the end of summer, with time (∆t) represented
along the x-axis. Wet snow metamorphism and surface ablation cause freshwater infiltration
through the pore spaces of the SSL, drained layer (DL) and interior layer (IL) during the melt.
Once the snow melts and drains away, surface ablation maintains the SSL thickness. The SSL
persists because of two processes: 1) surface ablation due to incoming shortwave (SW) radiation
(reducing SSL thickness), and 2) the transition of IL to DL to SSL (increasing SSL thickness).
DL thickness is the freeboard minus SSL thickness. This schematic shows the changing freeboard
due to a reduction in the ice thickness. A thin section of columnar ice taken on the MOSAiC
expedition (bottom) and a µ-CT SSL microstructure (top) can be seen in the circular insets.
This figure is not drawn to scale.

fundamental to modelling the ice-albedo: scattering and absorption coefficients and scattering
phase functions. Previously IOPs of melting sea ice have been inferred or measured in the
laboratory [218, 219]. Our limited knowledge of the geometrical structure and impurity content
of the ice and snow means that RTMs are limited by the knowledge of the IOPs [37].

In this study, we investigated the evolution of the microstructure and reflectance of the
SSL on melting, level Arctic sea ice. We addressed the questions: What are the geometrical
properties of the SSL? How does the SSL vary spatially and temporally? What are the op-
tical properties of the SSL? How does the spatial and temporal variability affect the optical
properties? To answer these questions, we have made the first microstructural measurements
of the SSL for the summer melt season. We introduced and used a novel instrument that
houses a near-infrared camera (NIRbox) to measure reflectance under standardised conditions.
We compared results to the commonly used analytical spectral device (ASD). We combined
the microstructural information with albedo and reflectance to test if spatial variability of the
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surface structure influences reflectance. By using microstructural measurements as inputs to a
radiative transfer model, we could directly compare measured and modelled reflectance at 850
nm.

5.2 Methods

Measurements of SSL density, specific surface area (SSA, total surface area of a material per
unit of mass), spectral albedo and reflectance at 850 nm (NIRbox; see Section 5.2.3) were taken
during the MOSAiC expedition [62] using techniques applied to the study of snowpits in winter
[63]. We used the same suite of measurements for the SSL analysis as used for the snowpits
in winter. This study is focused on the summer months, but as it represents a continuation of
the winter measurements, we continue to use terminology such as snowpit. Between June and
July 2020 (Leg 4), remnant coarse snow was adjacent to the ridges, but the ice level became
snow-free, and only the SSL was present. For this study, we define the surface of melting sea
ice as the origin (z = 0). All of the measurements in this study were made within the Central
Observatory of the expedition ice camp, a designated floe area close to the research vessel
Polarstern [1], with a diameter of approximately 1 km and a mixture of level seasonal and level
second-year ice. We focused this study on level ice and excluded ridged or heavily sedimented
areas of the floe. These heavily sedimented areas were in noticeable patches with clean areas
in between. Areas with impurities that were not visible were not influencing the absorption of
the wavelength used in this study (850 nm). We chose the measurement locations on arrival at
the floe, set up undisturbed areas and repeatedly measured the SSL at snowpit sites (location
details in Figure 2.4). Additional measurements were made along transects to quantify spatial
variability, which the dedicated undisturbed areas did not necessarily represent. The frequency
of SSL measurements was weekly or twice a week. The X-ray micro-computed tomography (µ-
CT) samples and the reflectance measurements from the near-infrared camera (NIRbox) were
collected as part of the "snowpit" dataset [63]. Measurements of spectral albedo using the ASD
(optics-RB/LDL/Eco/Stern; Figure 2.4) were co-located both along part of the transects and at
individual snowpits within the undisturbed areas ([220]; Figure 5.2c). Co-located samples were
taken at the same time. However, due to the destructive sampling of the µ-CT, the locations
were not precisely aligned but side by side. Samples that were not co-located were taken at
different times and areas within the Central Observatory.

5.2.1 Theory

The backscattering of near-infrared radiation depends on the SSA of snow and the SSL [221,
222]. At 850 nm wavelength, the microstructure of different snowpacks and SSL can be dis-
tinguished because the absorption of near-infrared radiation within the ice is higher than that
of visible radiation within the ice [89]. As a result, 850 nm is sensitive to the SSL and the
underlying DL, explaining why it is the optimal wavelength for this study and previous studies
on snow microstructure [89]. Impurities at low concentrations do not influence the reflectance of
snow/SSL in the near-infrared spectrum [221, 223]; therefore, we do not model impurities in this
study. The radiative transfer equation is composed of scattering and absorption coefficients. We
kept the absorption term constant by focusing on the 850 nm wavelength. We only varied the
scattering term when we investigated how the geometrical input parameters influence albedo.
These input parameters included the density, SSA and thickness calculated from each µ-CT
sample. Using 850 nm albedo as an output allowed for intercomparison between the measured
(ASD and NIRbox) and modelled reflectance (µ-CT/TARTES).
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Figure 5.2: The three instruments used throughout the summer months of the MOSAiC expe-
dition to document the geometric and optical properties of the surface scattering layer (SSL): a)
an X-ray micro-computed tomography (µ-CT) sample measuring the geometry; b) a novel, near-
infrared instrument (NIRbox) pointing down to image the SSL at 850 nm; and c) an analytical
spectral device (ASD) taking spectral albedo measurements of the SSL. Scale bars indicate the
different footprints of each instrument (µ-CT = 5.03×10−3 m2, ASD = approximately 1.77 m2,
NIRbox = 0.12 m2). Images from [69]

5.2.2 Microstructure measurements

Fifty-four cylindrical SSL samples of 55 to 80 mm in diameter and a height of 100 mm were
collected in the field using a hollow drill bit (Figure 5.2a). This method allowed us to keep the
microstructure intact while also sampling the underlying DL. To account for any microstructural
damage at the edges of the samples, we analysed a sub-sample of volume commonly 20 × 20 mm
in width. A sub-sample volume is reconstructed in Figure 5.3. The samples were drained to the
irreducible water content during extraction and transferred to a sample holder. The samples
were immediately transported to a cold laboratory at –15oC to prevent structural changes to
the SSL before measuring it. The SSA was not affected when the sample was frozen, as any
liquid water had percolated out of the sample. Freezing of the pore water was unlikely due to
the melting state of the sea ice reflected in its large pore sizes. The average salinities of the
samples in July were 0 ppm [63], and the average temperature at the time of sample collection
in July was 0.3oC [63].

The microstructure of the SSL was measured on-site by installing a µ-CT in the cold labo-
ratory onboard the Polarstern and scanning the samples within 24 hours of collection. Micro-
computed tomography is a 3-D imaging technique using X-rays to image cross-sections of an
object and to reconstruct a 3-D model of that object [90]; in our case, an SSL sample. The
–15oC cold laboratory and an actively ventilated µ-CT meant that the temperature inside the
µ-CT was consistently –12oC during the scan. This consistency was due to the good ventilation
system. The internal temperature of the µ-CT was displayed during the scan and checked often.
The samples were scanned, and using this sampling collection method, we could measure the
microstructure to a resolution of 26–42 µm in an approximate 20 × 20 mm footprint, depending
on the sample diameter. Because a sample maintains its microstructure at –12oC, a second scan
of the same sample would have shown no change. After scanning the samples and producing
the 3-D model reconstruction, we segmented the voxels of ice and air within the 3-D structure
and used the segmented images to calculate the geometrical parameters of the SSL. We used
IPL Version 5.42 [90] to evaluate density, SSA, and optical equivalent diameter (deff) using a
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Figure 5.3: a) 3-D model reconstruction from a micro-computed tomography sample taken on
July 4, 2020, at the Central Observatory optics-transect-ROV site. b) Profiles of the corre-
sponding microstructural density and specific surface area (SSA).

triangulation-based estimate from the µ-CT samples [224]. The term deff is the diameter of
a sphere of equivalent volume to that of the irregular-shaped ice grains and was calculated as
deff = 6

ρiceSSA , where ρice is the density of ice, and SSA has units of mm−1. These three param-
eters were chosen, as the density and SSA or deff are necessary inputs into RTMs. SSA and deff

can be used interchangeably due to their inverse relationship; for the rest of this manuscript, we
focus on SSA. The amount of reflected and absorbed visible and near-infrared solar radiation
depends strongly on the SSA, a parameter essential for remote sensing applications [225]. A
typical sample is shown in Figure 5.3.

5.2.3 Reflectance measurements at 850 nm

Near-infrared photography is a method of determining the SSA of snow and the stratigraphy
of alpine snowpacks [89]. The new NIRbox is a modification of the method developed by Matzl
and Schneebeli (2006) [89] by artificially illuminating the surface with two LED lamps at 850
nm wavelength in a lightproof box (Figure 5.2b) and using a MAPIR camera (Survey3N MAPIR
Camera: Near Infrared [88]) to image the snow surface. It is a low-cost, accurate measurement
made at wavelengths relevant to microstructure. In this study, we used the NIRbox to measure
the surface reflectance at 850 nm, obtaining 78 surface reflectance images of the SSL. We placed
the lightproof box facing down on the ice surface so that the camera could capture the surface
reflectance of the lights with no outside influence from incoming radiation, cloud cover, surface
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inclination or azimuth angle due to its ease of use. This setup allowed the NIRbox to be used
throughout the expedition during the polar day and night. For measurements taken during
the polar day, a picture without the illumination of the lights inside the box was taken before
each measurement and used as a reference to ensure that no external light was entering the
box from the underlying ice or the edges of the box. The NIRbox images have a footprint
of 0.12 m2 and a resolution of 0.18 mm to capture the macro-scale variability of the surface
microstructure. The TIFF images [69] were calibrated against targets with reflectances of 95
% and 50 % inside the box and corrected for inhomogeneous illumination. The camera was
not monochrome and had RGB channels. The red channel was used for this study, but any
RGB channel could have been chosen. The correction was done by dividing the image’s red
channel by the normalized red channel of the reference plate image. The greyscale of this image
was smoothed with a 2D Gaussian mask. From the smoothed image, the target reflectance
values of 95 % and 50 % reflectance were identified. After selecting the targets manually and
identifying the reflective values of the targets of known reflectance, images were calibrated by
multiplying the corrected image by 0.5( 0.95

mean(ref95) + 0.5
mean(ref50)), where ref95 and ref50 are

the reflectances of the 95 % and 50 % targets, respectively. These calibrated images were saved,
and the mean surface reflectance of each NIRbox image (NIR850) was measured by averaging
the reflectance of each pixel within a sub-volume. The sub-volume of these images excludes
the frame and targets. These output images are an aggregation of the small-scale variability
in reflectance in the images resulting from the microstructure. This study uses mean surface
reflectance only. Figure 5.6 shows examples of the NIRbox images of the SSL alongside the
histograms of the reflectance values.

Spectral albedo was measured using an Analytical Spectral Device FieldSpec3 spectrora-
diometer [220, 38]. We calculated the albedo using the incident-to-reflected flux ratio for wave-
lengths 350−2500 nm. This study focuses on the 850 nm wavelength to compare ASD and
NIRbox reflectance. ASD albedo measurements have a footprint of approximately 1.77 m2.
The measured reflectance of the ASD at 850 nm is represented by ASD850. More details about
the ASD instrument, collection methods and quality control process can be found alongside the
published dataset [220]. By comparing the two methods (NIR and ASD), we could test the
novel NIRbox measurement device.

5.2.4 Two-streAm Radiative TransfEr in Snow

Geometry (SSA, density, and layer thickness) from the µ-CT SSL samples [66] were used as input
into the Two-streAm Radiative TransfEr in Snow model (TARTES 1.0; [226, 227]). TARTES is
based on the delta-Eddington approximation [228] and uses measured physical properties in a
multi-layer snowpack to compute the spectral albedo and irradiance profiles. Instead of a multi-
layered snowpack, we used the layered SSL and the DL, where each horizontal layer is assumed
to have homogeneous physical characteristics. TARTES was chosen due to its ease of use and
well-documented code. We tested different layer segmentation of the µ-CT samples of the SSL
to find the optimal layering. The layering setup ranged from one layer, three layers of equal
thicknesses, weighted three layers with varying thicknesses, and five layers of equal thicknesses.
Layers were weighted by taking the sum of the total SSA of the sample and dividing it by the
required layers (for this study, three layers were chosen). This approach meant that each layer
had equal sums of the SSA, as seen in Equation 5.1. The number of slices corresponding to a
given layer is represented by n in Equations 5.1 and 5.2. The number of slices was multiplied
by the slice height (∆z) to give the height of each layer (hL1 = nL1∆z). Where h is the sample
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height.
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n=1

SSAtot =
nL1∑

n=1

SSAL1 =
nL2∑

n=1

SSAL2 =
nL3∑

n=1

SSAL3 (5.1)

h = ntot∆z = nL1∆z + nL2∆z + nL3∆z (5.2)

This approach of weighting the layers ensured that if there were higher SSA values at the
surface, we would use a smaller layer to avoid missing the details in the model, and the vertical
distribution of the observed SSA would be better represented. We tested multiple layers and
found that one layer produces a higher albedo than a weighted three-layer. A five-layered
approach with equal layer thickness and a weighted three-layer approach had the same albedo
values. For the remainder of this study, the weighted three-layer approach was used, as less
computational power is needed to model fewer layers.

The DL is located beneath the SSL. Some samples included some underlying DL due to the
drilling collection method. A density of 700 kg m−3 was applied to the samples as the cut-off
between the SSL and the DL to account for the inconsistent inclusion of the DL in the samples.
An artificial layer representing the DL was added beneath the model SSL layers. Details of this
layer are given below. Although the SSL and DL are described and modelled as distinct layers
in this study, the transition is likely gradual in reality, as mentioned by Smith et al. (2022)
[201]. This transition could be better represented in a different model setup, as explained in the
discussion. Different thicknesses of the DL were tested in the model at the start of this study.
However, thicknesses beyond 300 mm had no influence on the output spectral albedo due to
negligible transmission at 850 nm due to reflection at the surface and absorption in the DL.
Therefore, the artificial DL layer in this study was 300 mm thick (to account for an approximate
DL thickness relating to the freeboard of 2-m thick ice) and had an SSA of 0.1 m2 kg−1 and
a density of 700 kg m−3. TARTES850 represents the TARTES 850 nm output with a weighted
three-layered microstructural input, an underlying artificial DL, and a subsurface albedo of 0.1.
In the model, this subsurface is called "soil albedo".

An overestimation of radiative transfer models was also found by Dadic et al. (2013) [229]
when using RTMs in Antarctic blue ice areas. The bias increased with increasing SSA. The
possible reasons were summarised, and the asymmetry factor g in the model was found to
be the most plausible answer [229]. Throughout this study, we used a spherical shape with
an asymmetric factor, g = 0.895, and an absorption enhancement parameter, B = 1.25. These
parameters are explained further in Libois et al. (2014) [227]. We conducted a test to understand
the influence of changing the asymmetry factor on the TARTES model output. The input layers
for this test were simply a three-layered input, where layer one was the average of all SSL profiles
of 0−20 mm (0.02 m, 332 kg m−3, 4.08 m2 kg−1), layer two was the average of all profiles above
20 mm (0.05 m, 578 kg m−3, 2.09 m2 kg−1), and the third layer was the modelled DL (1 m, 700
kg m−3, 0.1 m2 kg−1) used earlier in this study.

5.3 Results

5.3.1 SSL microstructure

µ-CT microstructural measurements taken from the end of June through July within the MO-
SAiC Central Observatory were used to understand the properties of the SSL. The stable oxygen
isotope signal of the SSL on level ice and excluding ridged areas in July 2022 was –7.3‰ ±
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6.4‰ (one standard deviation, σ; [73], indicating that we were measuring the SSL during this
period and excluding melting snow. The SSL’s average stable oxygen isotope signal had a more
negative value than ocean water. This result was expected, as we measured some second-year
ice with possible re-frozen melted snow from the previous winter. The average winter snowpack
had an average of –18.5 ‰ ± 9.6 ‰ (σ). Therefore, we were outside one deviation of the
isotopic signal of snow. A typical SSL structure can be seen in Figure 5.3. We took this SSL
sample on July 4, 2020, at the optics-transect-ROV site (location can be seen in Figure 2.4).
The SSA is highest at the surface and decreases with depth. The pillar-looking structures are
visible in Figure 5.3.

Common patterns can be seen in the SSL microstructure. Figure 5.4 shows all µ-CT SSL
profiles plotted for density, SSA and optically equivalent diameter (deff). All profiles have a low
(high) density and deff (SSA) at the surface, which increases (decreases) with depth. After a
gradual density increase in the top 20 mm, the density is highly variable between samples; in the
lower depths, it varies between 300 and 700 kg m−3. This pattern and variability are also seen
when we plotted the depth where the density threshold (700 kg m−3) was reached (left scatter
plot in Figure 5.4). This scatter plot shows variability in the thickness of the samples ranging
from 20 mm to 100 mm before the threshold is reached. The top 0−20 mm has a density of 332
± 84 kg m−3 (σ, n = 51). After 20 mm, the gradient of the density profile appears to reduce to
an average density of 579 ± 109 kg m−3 (σ, n = 51), which is the upper limit of the density of
snow (Muskett, 2012). The SSA (middle) plot in Figure 5.4 also shows high variability at the
surface, with an average SSA at 0−20 mm of 4.08 ± 1.18 m2 kg−1 (σ, n = 51) and a reduction
of the gradient below 20 mm, where the average SSA is 2.09 ± 0.68 m2 kg−1 (σ, n = 51).

The microstructure (density, SSA, depth) of the SSL, determined from µ-CT samples,
showed no change over the time period of sample collection (Figure 5.5). The full sample
was split into three layers to better understand the evolution of the structure over the time
period; they were later used for the TARTES model input. Figure 5.5 shows that layer one
has highly variable SSA and density, but their averages do not change over time. Values of the
gradients of the layer two trendlines (provided in Figure 5.5) indicate that the depth of this
layer increases by 0.16 mm per day, the density increases by 2 kg m−3 per day, and the SSA
decreases by 0.008 m2 kg−1 per day. A unit root test was conducted to determine if the time
series variable is non-stationary and possesses a unit root. This test, called the Augmented
Dickey-Fuller (ADF) test [230], was performed on the dataset to determine how strongly the
time series is defined by the trend. The null hypothesis is that this dataset is not stationary.
The results of this test include the following ADF statistic for the layer two time series: –5.28
(depth), –5.17 (density), –4.45 (SSA), with corresponding p-values of 0.000006 (depth), 0.00001
(density), 0.0002 (SSA). The critical values for layer two at 1 % are –3.58 (depth), –3.58 (den-
sity), and –3.58 (SSA). The more negative the ADF statistic, the more likely to reject the null
hypothesis. For all three parameter time series, the ADF statistic is less than the value at 1
%. This result suggests rejection of the null hypothesis with a significance level of less than 1
% (i.e., a low probability that the result is a statistical fluke). Rejecting the null hypothesis
means that the process has no unit root, and in turn, all three time series are stationary and
do not have a time-dependent structure. This lack of temporal variability can be seen in the
low gradients of the trendlines (Figure 5.5). To conclude, we can confidently state that the
microstructure shows no temporal change in layer two.
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Figure 5.4: Profiles of density, specific surface area (SSA) and optically equivalent diameter
(deff) for individual micro-computed tomography samples of the surface scattering layer (SSL)
taken in June and July are plotted in grey. The average profile (red line) and the 25th and 75th
percentiles (red-shaded areas) are displayed for each parameter. A cut-off density threshold
of 700 kg m−3 was applied to account for the inconsistent sampling of the underlying drained
layer. The depths of the SSL after applying this threshold are plotted as black circles in the
panel on the left.

5.3.2 SSL reflectance

Figure 5.6 shows examples of NIRbox images of 0.12 m2 areas, taken in July 2020, alongside
histograms of the SSL surface reflectance. The mean NIR850 and one standard deviation (σ) are
displayed in the histograms. These images have been corrected for inhomogeneous illumination
and calibrated against the targets, as described in the methods section. The images can be
used to visualise the spatial distribution of the SSL on level ice within the CO and to give
an indication of the spatial variability within the NIRbox footprint. However, for this study,
the means of images are used later to compare to the ASD. In the figure, the images with
darker spots caused by drainage channels within the ice can be seen to lower the average mean
reflectance and increase the standard deviation.

The reflectance of the ice surface shows no temporal change over the time period shown in
Figure 5.7a, which compares the daily mean and one standard deviation of all ASD spectral
albedo (ASD850), and NIRbox measurements of the SSL at 850 nm (NIR850) in July 2020. The
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error bars plotted with the NIR850 data points (one standard deviation of all the pixels in the
NIRbox image) allow for a quantification of the spatial variability within the image. The NIR850

mean over this time period of 0.60 ± 0.04 (σ) is comparable to the ASD850 mean of 0.63 ± 0.09
(σ). The reflectance of the NIRbox images increases by 0.008 per day. As for Figure 5.5, the
ADF unit root test was performed on this dataset to determine how strongly the time series is
defined by the trend. The results for this test include the ADF statistic of –3.69, with a p-value
of 0.004, and the critical value at 1 % of –3.47. Because the ADF statistic is less than the value
at 1 %, we can reject the null hypothesis with a significance level of less than 1 % (i.e., a low
probability that the result is a statistical fluke) and conclude that the time series does not have
a time-dependent structure.

Figure 5.5: Individual micro-computed tomography samples of the surface scattering layer (SSL)
were collected in the field. Once the profiles of density and specific surface area (SSA) were
obtained for each sample, the sample profiles were separated into three weighted layers, as
described in the methods section. For each layer, a) depth, b) density and c) SSA are plotted
against the time the samples were collected. The lines of best fit are given for layer 2 in each
panel. Gradients of these best-fit lines are indicated in the inset legends. The surface of melting
sea ice is defined as the origin (z = 0). Due to low density and high SSA at the surface of the
SSL samples, the y-axis is inverted in (b) to better visualise the properties of the three layers.

Having returned to the same locations for measurements with the NIRbox allowed us to
determine if there were any temporal changes in the NIR850 values for SSL reflectance. Figure
5.7b shows the same data as in Figure 5.7a but the data are grouped by location. The majority
of locations showed no change during July 2020. However, the location designated Optics-
LDL60 showed an increase in reflectance from 0.46 to 0.64 within 15 days. This increase could
be due to drainage of surface water, although wetness was not measured in this study, or to
changes in the microstructure.
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Figure 5.6: Spatial variability of the sea ice surface is shown in the near-infrared reflectance
range at 850 nm (NIR850). All images were taken in July 2020 within the Central Observatory.
The date of each image appears in the filename; e.g., "2020_0713_" is July 13, 2020. Histograms
of the reflectances can be seen to the right of the NIRbox image. NIR850 and σ indicate the
mean and standard deviation, respectively, of the reflectance of the area shown in the image
(number of pixels = 1700 × 2250). TIFF images are available in [69]
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Figure 5.7: Reflectance measurements at 850 nm from the analytical spectral device (ASD850)
and the NIRbox images (NIR850) over the month of July. In a), a time series of the mean ASD
(dark grey line) with one standard deviation is indicated by the light grey lines plotted alongside
the average reflectance of the NIRbox image pixel values. The ASD850 daily mean does not
show a continuous line, as the spectral albedo was not measured every day. Error bars plotted
with the NIR850 data points are one standard deviation of all the pixels in the NIRbox image.
All of these measurements were taken in the Central Observatory on a mixture of second-year
and seasonal ice. The NIRbox and ASD were often measured in the same location; however,
this figure also includes measurements that were not co-located. In b), the time series of these
NIRbox images for the month of July are grouped by location. Each colour shown in the inset
legend indicates a unique location with lines connecting measurements at the same location.
Grey points indicate one-off measurements that are not part of a time series. In c), a collection
of four NIRbox images is shown from Optics-LDL60, the location in b) showing the largest
increase in reflectance over the period. The dates in 2020 (and file names) of the images, left
to right, are July 6 (2020_0706_134819_058.TIFF), July 13 (2020_0713_131206_016.TIFF),
July 21 (2020_0721_140144_094.TIFF) and July 24 (2020_0724_091952_054.TIFF). These
TIFF images are available in [74].

80



Figure 5.8 displays this increase in reflectance in more detail. The NIRbox images in Figure
5.8a are co-located with the µ-CT samples shown in Figure 5.8c, where the images appear to
become more pillared over time. The SSA and density profiles shown in Figure 5.8b are almost
identical for each sample, implying that simple density and SSA profiles are not documenting
the visually changing microstructure seen in Figure 5.8c. Figure 5.8d is discussed at the end of
the results section.

The correlation between the microstructure and the reflectivity at 850 nm is visualised
in Figure 5.9a and 5.9b. The relationship between the average SSA (Figure 5.9a) and SSA
multiplied by density (Figure 5.9b) of different layers of the µ-CT sample and the co-located
NIR850 measurement was plotted. The r2 value for each layer was calculated to identify the
layers of higher interest, i.e., those with the higher r2 values and the top 0−20 mm with a very
low r2 value.

Figure 5.8: This figure is to aid in visualising the influence of microstructure on the NIR850

reflectance at the sampling location designated optics-LDL (see Figure 5.7b). The panels show:
a) the first three NIRbox images (as shown in Figure 5.7c) taken on the 2020 dates (and file
names) of July 6 (2020_0706_134819_058.TIFF), July 13 (2020_0713_131206_016.TIFF),
and July 21 (2020_0721_140144_094.TIFF); b) the almost identical co-located density and
specific surface area (SSA) profiles of the three microcomputer tomograph (µ-CT) samples; c)
visualisation of the three µ-CT samples; and d) comparison of the three types of reflectance
measurements, TARTES850 from the µ-CT samples, NIR850 from the NIRbox images, and
ASD850 from the analytical spectral device at 850 nm.

Figure 5.10a shows probability density functions (PDFs) of the complete datasets of NIR850,
ASD850 and TARTES850 and for the co-located samples only (Figure 5.10b). The "NIR850 All"
has a mode of 0.596, comparable to the "ASD850 All" mode at 0.597. This close similarity
indicates that the NIRbox is a reliable instrument to measure reflectance at 850 nm and can
be used to better understand the spatial and temporal variability of sea ice. The "TARTES850

All" mode is 0.69, which is the first indication of the overestimation of the RTM model. An
Anderson-Darling normality test was conducted to determine if the data samples had a Gaussian
distribution. The NIR850 and ASD850 co-located data samples were Gaussian at the 1–15 %
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Figure 5.9: Having acquired co-located NIRbox images and micro-computed tomography (µ-
CT) samples allowed us to compare the microstructural parameters of the surface scattering
layer (SSL) to the reflectance of the SSL at 850 nm. The µ-CT samples were divided into 10 to
50 mm layers and tested for the highest r2 value in relation to the corresponding NIR850 value;
the layers of higher interest are plotted here. In a), the average specific surface area (SSA) of the
layers is plotted against co-located NIR850 values, with layer depth and r2 value provided in the
inset legend. The maximum SSA (max SSA) measured for the sample was often at the surface.
In b), the same samples are shown as in a), but the SSA and density have been multiplied to
show the combined relationship of these two parameters with the reflectance at 850 nm.

level. The TARTES850 co-located data samples were Gaussian at the 1–5 % level. The range
of each dataset is 0.71 for "ASD850 All", 0.16 for "NIR850 All", and 0.27 for "TARTES850 All".
The spread of values in the "ASD850 All" dataset could be due to a wrongly classified surface
(we tried to analyse only ASD measurements indicated as SSL samples, but misclassifications
may have been likely) or external influences on the spectral albedo, such as changes in azimuth
angle or influence from adjacent surfaces (e.g., neighbouring melt ponds). Working through each
ASD measurement and its corresponding overview image would have helped to understand these
lower values; however, that objective was not the focus of this study. Our focus here is on the
co-located datasets (Figures 5.10b and 5.11).

Figure 5.11 compares all co-located samples of NIR850 and ASD850 against TARTES850.
The overestimation of TARTES850 values is apparent, with all the points lying below the 1:1
line. The difference in albedo values of the co-located ASD850 (mean = 0.58; σ2 = 0.003, n
= 7), NIR850 (mean = 0.60; σ2 = 0.002, n = 7) and TARTES850 datasets (mean = 0.66; σ2

= 0.004, n = 4) was not significant for ASD850 NIR850 (t (16) = 0.5; p > 0.05). However, it
was significant for NIR850 TARTES850 (t (32) = 0.001; p < 0.05) and ASD850 TARTES850 (t
(24) = 0.003; p < 0.05). σ2 represents variance, t (16) represents the t-test (assuming unequal
variances) value with 16 degrees of freedom, and 0.05 is the significance level. If the p-value is
less than the significance level, the hypothesis that the two means of the two datasets are equal
can be rejected.

Returning to Figure 5.8, which shows three different visits to one snowpit site. The overes-
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Figure 5.10: This figure compares colour-coded datasets from the three methods used to deter-
mine reflectance at 850 nm: near-infrared imaging from the NIRbox (NIR850), data from the
analytical spectral device (ASD850), and micro-computed tomography data input to a radiative
transfer model (TARTES850). In a), all measurements throughout July and the beginning of
August are shown for ASD850, NIR850 and TARTES850. In b), only co-located measurements
are shown when the three instruments were deployed simultaneously in the same place.

timation of the TARTES/µ-CT approach with respect to the NIRbox image and the ASD can
be seen (Figure 5.8d). The TARTES850 values show an increasing trend similar to the NIR850

values. However, for the three snowpit site visits, TARTES overestimates by 0.20, 0.16 and
0.08, respectively. The TARTES850 value does not lie within one standard deviation of the NIR
values (indicated by the black error bars in Figure 5.8d).

The TARTES overestimation is significant, as seen in the p-test values (given above). A test
was conducted to understand the influence of changing the asymmetry factor on the TARTES
model output. Figure 5.12 shows the output of this test at different wavelengths. At 850 nm,
the resulting albedo was 0.783 for a cube (g = 0.77, B = 1.56) and 0.696 for a sphere. Therefore,
the results would increase in albedo if a different asymmetry factor was used, indicating that
another factor within the model causes the overestimation.

5.4 Discussion

Previous studies on the reflective properties of the melting sea ice surface did not include the
influence of SSL geometry on the albedo due to a lack of measurements. This study is the first
to measure the micro- and macrostructure of the SSL and establish the link between the SSL
microstructure and reflectance at 850 nm. In the µ-CT measurements, we observed a coarse and
porous structure with a small SSA at the surface that increases with depth. Figure 5.4 shows
that density was highly variable between all samples and at the surface of the SSA profiles in
the top layer, where it ranged between 5 and 10 m2 kg−1. In the lower layers, the SSA profiles
are more consistent between samples. In the surface layer (layer one), SSA was highly variable,
with a thickness varying around 10−20 mm. However, due to the low density of layer one, its
influence on the optical properties is minimal, as light can penetrate deeper layers.
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Figure 5.11: This figure shows the reflectance at 850 nm, calculated from the micro-computed
tomography data input to a radiative transfer model (TARTES850), compared to measurements
of reflectivity by near-infrared imaging from the NIRbox (NIR850) and by the analytical spectral
device (ASD850). It uses the same data as the co-located measurements in Figure 5.10b. The
NIR850 error bars represent one standard deviation of the NIRbox image pixel values. The dark
grey line denotes the 1:1 line.

Unlike wet snow metamorphism, which coarsens with age [231], the SSL did not coarsen,
maintaining its density and SSA in the lower layers throughout the melt season. This lack of
coarsening and consistency in the density and SSA is due to the different processes. In contrast
to coarsening and porosity reduction when snow undergoes melt, the SSL acts in the opposite
direction: the porosity increases as it goes from a solid ice structure to a porous SSL. As a result
of surface ablation and the DL becoming more porous as it melts preferentially at the grain
boundaries, the SSL regenerates and maintains a consistent microstructural profile throughout
the melt season. In the time series in Figure 5.5, the gradient of the density and SSA line of
best fit for layer two does not vary temporally over the study period. As mentioned in the
introduction, the sea ice extent at the end of summer 2020 was the second lowest in the satellite
record [194], and the melt season lasted more than a month longer than usual [25]. In this
study, we found that the SSL remained constant over time. Therefore, a longer melt season
does not influence the SSL microstructure. We can conclude that this study represents the
typical optical and microstructural properties of the surface scattering layer in the high Arctic
on first and second-year level ice.

Figure 5.6 shows examples of NIR850 from NIRbox images which, when compared against
ASD850 in Figure 5.7, remained within one standard deviation of the ASD850 daily mean.
This close correspondence indicates that the new NIRbox measurement technique can accu-
rately measure surface reflectance at 850 nm. This novel method is not influenced by incoming
radiation, cloud cover, surface inclination or azimuth angle, which may influence the ASD mea-
surements. Reference images taken prior to each measurement show no influence from external
light.
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Figure 5.12: This figure shows the results of a test of the influence of different asymmetric
factors (g) and absorption enhancement parameters (B) on output from the radiative transfer
model (TARTES) with data input from micro-computed tomography. The different shapes in
the inset legend represent different combinations of g and B. A two-layer surface scattering layer
structure and a drained layer were inputs for this test. The density and specific surface area
were taken from the average of all profiles in this study (see more information in the methods
section). For this study, the 850 nm wavelength is of interest.

After confirming that the NIRbox is a reliable instrument to assess the albedo of the ice
surface at 850 nm, we used the NIR850 values to investigate the spatial and temporal variability
of the SSL reflectance at 850 nm. Figure 5.6 shows the large spatial variability in the month of
July. The NIR850 values show a minimum of 0.46 and a maximum of 0.675. At this wavelength,
the spatial variability in the optical properties could be a result of the microstructure. We
are aware that the microstructure of the SSL plays a significant role in the optical properties
and reflectance of the surface [37]. In the rest of this study, we tried to understand how the
microstructure influences optical properties through investigations of co-located measurements
and radiative transfer modelling.

Most locations had little to no change in reflectivity over the period examined. However,
one location showed a consistent increase in reflectivity. Figure 5.7 shows a time series grouped
by location, with the NIRbox images at this specific location (opticsLDL) showing a consistent
increase in reflectivity (Figure 5.7c). Figure 5.8 provides more measurement detail at opticsLDL:
the microstructure is observed to change visually and become more pillared, but the density
and SSA profiles remain largely unchanged (Figure 5.8c). These results imply that another
optical analysis is needed, not based on the density and SSA of spheres used in TARTES.
The microstructure in the third image in Figure 5.8c is likely to have more internal scattering
compared to the first two microstructures. In an attempt to understand the influence of the
microstructural properties on the reflectance values and to see if a specific depth range influences
the overall reflectance, we conducted a layered study on all the co-located samples, visualised
in Figure 5.9. The results show a low correlation of the average SSA of the upper layers (0−20
mm) of the µ-CT sample to the NIR850 values and a higher correlation to the lower layers
(10−30 mm, with the highest r2 value of 0.31). They imply that lower layers affect overall
reflectance more than surface layers, but the low r2 values of all trends in Figure 5.9 mean that
all layers have an important effect. The low density and pillared structure combined with an r2

value of 0.09 at the surface indicates that the underlying layer of the SSL below 20 mm is more
relevant for the reflectance.
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Aware that the microstructure is influencing the reflectance at 850 nm, we then assessed
directly, by introducing an RTM (TARTES), how the models represent these changes in mi-
crostructure and the influence on the optical properties. By comparing the three measurement
approaches, we searched for any discrepancies between them. The probability density func-
tions in Figure 5.10 introduce TARTES and compare the reflectance of the SSL on level ice for
NIR850, ASD850 and TARTES850. Figure 5.10a compares the reflectance for all measurements
on Leg 4. Figure 5.10b shows the co-located measurements, representing the same dataset as
Figure 5.11. The comparable mean values of the NIR850 and ASD850 are another indication
that the NIRbox is a reliable instrument to assess the albedo of the ice surface at 850 nm. We
conclude that the NIRbox is an excellent way to get information that can be used to determine
the SSA of the SSL. However, the t-test results show significant differences in the mean of the
TARTES850 dataset compared to ASD850 and NIR850. We find that using the microstructure
(density, SSA and layer thickness) as an input into the TARTES RTM produces a 10−15 %
overestimation of the reflectance at 850 nm. This overestimation was not due to the asymmetry
factor, as tested in Figure 5.11, as changing this factor increased the output and did not explain
the overestimation. Alternative reasons for the overestimation could be:

a) The footprints differ between the three measurement techniques (µ-CT = 5.03×10−3 m2,
ASD approximately 1.77 m2, and NIRbox = 0.12 m2). The NIRbox and the ASD include
more spatial variability in the measurements. As seen in Figure 5.6, there are darker
patches that increase the standard deviation of the NIR850 pixel values. The µ-CT sample
size may be too small to capture the meter scale spatial variability, and these darker
patches would not be sampled. However, this scaling problem would not influence all
co-located measurement points, as many NIR850 images did not include the dark patches
seen in Figure 5.6. The different footprints between techniques are thus likely to explain
a few of the underestimated values but not the general underestimation of the TARTES
model.

b) In TARTES, we are averaging the extremely intricate and complex aspects of microstruc-
ture. The NIR850 image and the µ-CT-image clearly show vertical air gaps with a width
of many wavelengths and depth of several millimeters to centimeters (Figure 5.3). Such a
geometry resembles a scaled-down vegetation canopy structure [232]. The low density and
pillared structure at the surface before averaging into layers means that the underlying
layer two is more relevant for the reflectance. However, when we average this structure
into layers, we increase the density, decrease the SSA at the very surface in layer one and
produce an artificial grain size in a homogeneous layer. This averaging may thus result
in an overestimation of the reflectance as less radiation penetrates to the lower depths of
the SSL, compared to a pillared structure with a low density at the surface and vertical
air gaps. We suggest that this structure is too complex to average into layers. An RTM
assuming horizontally homogeneous layers, as used in this study, cannot account for the
pillared microstructure and is not appropriate for this type of structure. This microstruc-
ture complexity is also visible in Figure 5.8, where the microstructure changes visibly,
but the density and SSA profiles remain the same, indicating that a different analysis
is needed. Future work could benefit from using either a ray tracing approach, instead
of explicitly solving the RT equation, or a more appropriate RTM, possibly based on a
stochastic Beer-Lambert-Bouguer law commonly used for vegetation canopy structures
(as represented in Figure ∼3 of Shabanov and Gastellu-Etchegorry, 2018 [232]) to better
represent the intricate structures on melting sea ice.

The physical and optical properties of the melting sea ice surface are influenced by preferen-
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tial melt at the grain boundaries. We observed a large spatial variability in the microstructure
of the sea ice surface, with different surface types both in the field and in our measurements.
The SSL is just one of many categories of surface structures appearing on melting sea ice. We
found that spatial variability of the microstructure of the sea ice surface is high when ice has
different histories or freezing processes, which leads to an array of surface melt patterns and
structures caused by the ice having different grain boundaries. These different surface types
provide an extensive range of reflectance values. In previous studies, the surface of sea ice was
categorised as ponded or bare ice/SSL. We support the idea that the spatial variability of sea
ice needs to be incorporated when modelling the microstructure and reflectance of the sea ice
surface. We propose that ice surface history, expressed in the macrostructure, is a key parame-
ter to understanding the microstructural spatial variability of the ice. However, macrostructure
was not the focus of this study, and we used only level ice with no previous ridging, ponding or
freezing history that would have created different grain boundaries. We focused on level ice with
a homogeneous SSL. A future study, beyond the scope of this one, could profitably investigate
the influence of freeboard on microstructure and reflectance.

5.5 Conclusion

For the first time, this paper shows measurements of the SSL microstructure and its relation
to optical properties in the near-infrared wavelength of 850 nm. By co-locating microstructural
measurements with reflectance measurements, we could better understand the SSL temporal
and spatial variability. The findings are as follows:

- The average SSL profile consisted of a vertical pillared structure with a high average SSA
of 4.08 ± 1.18 m2 kg−1 (σ) and a low density of 332 ± 84 kg m−3 (σ) at the surface.
We observed consistent patterns in the microstructure profile across spatial and temporal
sampling. Most of the variability was focused in the top 0−20 mm (Figure 5.2). This
variability in the microstructure introduced spatial variability in the optical properties of
the melting sea ice.

- Unlike snow, where wet snow metamorphism causes a coarsening of grains and albedo
decreases with age, the SSL regenerated and maintained its microstructure over the sea-
son. The SSL low density and pillared structure observed at the surface mean that the
underlying layer below 20 mm is more relevant for reflectance. The microstructure below
20 mm was consistent through the melt season, and, at most locations, no temporal vari-
ability was observed in the optical properties of the SSL. We obtained a distribution of
melting sea ice reflectance and concluded that temporal evolution was small. We do not
have a multimodal distribution (in Figure 5.10) that would have resulted from different
ice ages or changes in the freeboard. The influence of these parameters was smaller than
the standard deviation of all samples and within the limits of the observed distribution.
The melt rate may have varied, but the SSL always regenerated in the same manner.
Future large-scale changes in the surface reflectance of the sea ice cannot be ascribed
to a changing SSL. Therefore, future work could benefit from a focus on the melt pond
fraction, ridges and changes in melt pond optical properties.

- The new NIRbox method was shown to be a low-cost, easy-to-use method for measuring
reflectance at wavelengths sensitive to snow and SSL microstructure. In this study, the
NIRbox was used to measure the surface reflectance at 850 nm without any influence
from incoming radiation (as shown through the reference images taken at each event),
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cloud cover, surface inclination or azimuth angle. The NIRbox contributes considerable
knowledge to research on the surface reflectance of sea ice and can be used to answer
critical questions on the variability of albedo.

- For the first time, we calculated albedo using µ-CT-derived SSA, thickness, and density in
the TARTES model. We observed a 10−15 % overestimation when using this approach.
Reasons for the overestimation could include: a) insufficient sample size to represent
the microstructure, as spatial variability at the meter scale is important for the two in
situ optical measurements, or b) insufficient model representation in TARTES (which
uses the Mie solution to Maxwell’s equation). TARTES does not consider anisotropy and
estimates the structure as spheres in discrete layers. We calculated geometrical anisotropy
for the samples, but this parameter is not useful when calculating optical properties. Full
structural anisotropy and star volume would be interesting geometrical measures to make
in a future study. Future work could benefit from using either a ray tracing approach
instead of explicitly solving the RT equation or a more appropriate RTM. This RTM
could be based on a stochastic Beer-Lambert-Bouguer law, which considers anisotropy
and is commonly used for vegetation canopy structures (as represented in Figure ∼3 in
Shabanov and Gastellu-Etchegorry, 2018 [232]), to better represent the intricate structures
on melting sea ice.
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Chapter 6

Synthesis

This thesis investigated three components of the Arctic sea ice energy balance and presents
the first analysis of a library of in situ ground-based measurements of snow’s physical and
isotopic properties and the SSL on sea ice in the high Arctic. We conducted a complete annual
overview of the major processes occurring in the snow and SSL on sea ice in the summer and
winter. Throughout the thesis, we have outlined how snow is an integral part of the entire
sea-ice energy balance and how its microstructure and physical properties influence energy
exchange from the Arctic sea ice to the atmosphere. Chapter 3 focused on the snow properties
in winter, investigating thermal conductivity and resistance concerning spatial heterogeneity and
temporal changes. We were able to give the average thermal resistance of different landscape
features to better model sea ice growth. Chapter 4 studied the influence of extreme temperature
gradients on the sublimation of the sea ice surface causing ocean-sourced snow. We identified a
significant source of uncertainty in precipitation estimates due to the sublimation of the sea ice
surface. Finally, Chapter 5 investigated the summer melting sea ice surface properties and the
relationship between the SSL’s microstructural properties and its influence on the albedo. We
found an overestimation when using the three-layered microstructure as an input for radiative
transfer modelling to determine albedo. As a result, we suggested alternative approaches for
future tests. The synthesis of these chapters, the detailed conclusions and the importance of
each chapter in the Arctic sea ice system are outlined below.

6.1 Conclusions, implications and future work

Using measurements of snow microstructure on different ice types and topographic features on
Arctic sea ice for a seven-month winter period in the high Arctic, we evaluated for the first
time the seasonal evolution and spatial heterogeneity of the snow’s thermal conductivity and
thermal resistance. We assessed the current thermal conductivity parametrisations and their
performance for the range of possible snow and firn densities. We present two new parametri-
sations, with and without anisotropy, which have implications for future studies to optimise the
modelling of ice growth in the high-Arctic winter. Field measurements highlighted the need for
a high sampling density to represent spatial heterogeneity of the snow’s thermal conductivity
in the Arctic sea ice system. The average thermal conductivity of all snow micro-penetrometer
measurements collected throughout winter in this study was 0.25 ± 0.05 W K−1 m−1 for snow on
sea ice. This indicates that 0.32 ± 0.01 W K−1 m−1, currently used in sea ice modelling, vastly
overestimates thermal conductivity. Future work needs to test the sensitivity of large-scale sea
ice models to lower thermal conductivity values as input. By studying the temporal variability,
we infer and quantify (from three independent density measurements) an increase in the snow’s
density up to March and a decrease after that. We propose four processes which could result
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in density reduction and future work is needed to decipher which process is dominant. This
density trend projected the thermal conductivity on first-year and second-year ice before the
melt period started. Since a similar non-monotonic behaviour is extracted for the snow depth,
the thermal resistance of snow on level sea ice remains constant. We found approximately three
times higher thermal resistance on ridges, with extremely high spatial heterogeneity due to
snow depth. We conclude that ridged and level areas must be treated separately in modelling
heat flux in the central Arctic. High spatial variability of thermal resistance is apparent, but
temporal changes in the snow cover are minimal during this period.

Sublimation of the sea ice surface is the dominant process affecting the isotopic signature
of snow on sea ice. It creates a mix of atmospheric and ocean-sourced snow (originating from
the sublimation of the sea ice surface). This new understanding explains the negative d-excess
values reaching as low as −30 ‰ in combination with saline samples. The sublimation of
approximately 17 mm (ice thickness equivalent) of the sea ice surface results in saline snow
and mineral deposition in the snowpack. 58 % of samples taken in this study between January
and May 2020 are electrically conductive (in melted form), and most of these samples taken on
level ice have a negative d-excess value. Using two independent calculations, we estimate that
50−54 mm of snow on sea ice is ocean-sourced (approximately 28 % of the snowpack). These
findings have wide-reaching implications in sea ice research, from identifying uncertainties in: a)
precipitation estimates, when comparisons are made to in situ SWE measurements, b) the heat
transfer through the ice and snow, as the highly-conductive ice is replaced by highly-insulating
snow, and c) the chemical composition of snow on sea ice, through a better understanding of
the source of sea salt aerosols and the contribution of a snowpack molecular iodine source to
Arctic ozone destruction. This new understanding and the suggestion to include vapour fluxes
in larger sea ice models have the opportunity to reduce significant uncertainties in this field.

For the first time, this paper presents measurements of the SSL microstructure and its
relation to optical properties in the near-infrared wavelength of 850 nm. We could better un-
derstand the SSL temporal and spatial variability by co-locating microstructural and reflectance
measurements. We found that the average SSL profile consisted of a vertical pillared structure
with a high(low) average SSA(density) at the surface. We observed consistent patterns in the
microstructure profile across spatial and temporal sampling. Most of the variability was focused
in the top 1−20 mm. Unlike snow, where wet snow metamorphism causes a coarsening of grains
and albedo decreases with age, the SSL regenerated and maintained its microstructure over the
season. Future large-scale changes in the surface reflectance of the sea ice cannot be ascribed
to a changing SSL. Therefore, future work could focus on the melt pond fraction, ridges and
changes in melt pond optical properties. We introduced a new measurement method to mea-
sure the reflectance of the SSL: the NIRbox method was shown to be a low-cost, easy-to-use
method for measuring reflectance at wavelengths sensitive to snow and SSL microstructure.
In this study, the NIRbox operates at 850 nm without any influence from incoming radiation
(as shown through the reference images taken at each event), cloud cover, surface inclination
or azimuth angle. The NIRbox contributes considerable knowledge to research on the surface
reflectance of sea ice and can be used to answer critical questions on albedo variability. For
the first time, we calculated the albedo of the SSL using µ-CT-derived SSA, thickness, and
density in the TARTES model. We observed a 10−15 % overestimation when using this ap-
proach. We concluded that this overestimation could be a result of a) insufficient sample size
to represent the microstructure, as spatial variability at the meter scale is essential for the two
in situ optical measurements, or b) insufficient model representation in TARTES (which uses
the Mie solution to Maxwell’s equation). TARTES does not consider anisotropy and estimates
the structure as spheres in discrete layers. Future work could benefit from using either a ray
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tracing approach instead of explicitly solving the radiative transfer equation or a more appro-
priate radiative transfer model. This radiative transfer model could be based on a stochastic
Beer-Lambert-Bouguer law, which considers anisotropy and is commonly used for vegetation
canopy structures and is likely better to represent the intricate structures of melting sea ice.

6.2 Temporal synthesis of chapters

By studying the annual evolution of the sea ice landscape from winter to summer, we have
investigated temporal changes in the snow and the surface scattering layer (SSL). One significant
temporal synthesis is the transformation of the SSL (Chapter 5) into the remnant surface
scattering layer (R-SSL), visualised in Figure 6.1. As the summer ice experiences re-freeze and
the SSL is covered by fresh snowfall, the first-year ice (that has survived summer) transitions into
multi-year ice. Snowpits on this multi-year ice reveal the R-SSL at the sea ice-snow interface. It
is important to stress that this is only a feature on multi-year ice. This R-SSL has an extremely
high density compared to the other strata in the winter snowpack and, as a result, influences
the heat flux through the snowpack. In Chapter 3, we investigated the thermal conductivity
properties of the snow cover. Our high-density measurements show that we occasionally included
an R-SSL with a higher thermal conductivity than the rest of the snowpack. This temporal
evolution links Chapter 3 to Chapter 5. This synthesis is annotated on the right in Figure 6.1.

Figure 6.1: A schematic to summarise the synthesis of the three major chapters included in this
thesis. The temporal connection between the chapters is shown through the transition from a
first-year ice floe in winter to a second-year ice floe after surviving a summer melt season. The
acronyms are PP = precipitation particles, DH = depth hoar, RG= rounded grains, SSL =
Surface scattering layer, R-SSL = remnant surface scattering layer, DL = drained layer, IL =
interior layer, and SW radiation = shortwave radiation. This is adapted from Figure 1.7 and is
not drawn to scale.

This temporal evolution and the R-SSL, shown in the schematic in Figure 6.1, is not only
a heat flux uncertainty, as explained above, but also a source of uncertainty for ground-based
snow thickness measurements. The density of this layer lies between sea ice and extremely
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hard snow, so we need to decide whether this should be included in measurements as it will
have an influence on calculations of heat transfer and mass balance in the Arctic. In addition,
we have identified a possible source of underestimation of snow thickness compared to in situ
precipitation measurements in Chapter 4 due to the snow originating from the sublimating sea
ice. These two sources of snow thickness uncertainties synthesise chapters 4 and 5. Methods
to measure snow thickness in situ (e.g. magnaprobe and SMP: predominantly penetrometers)
have a new uncertainty as we are unsure if the R-SSL is being measured. The density and
penetration of the R-SSL change depending on the season and the metamorphism conditions.
This is explained in Chapter 3 and shown in Figure 3.7 by a heatmap of the density profile
obtained from penetration resistance; at lower relative depths (in the snow above the sea ice
surface), we see that the resistance changes throughout the year, and we hypothesise that this
could be a result of including or excluding the R-SSL in the measurement. This would influence
comparisons of the precipitation snow estimates to the ground-measured snow thickness.

6.3 Spatial synthesis of chapters

Spatial heterogeneity is also a central element of this thesis. All chapters investigate the spatial
heterogeneity of the snow/SSL microstructural parameters of interest and the influence on the
energy budget component. An example is the spatial heterogeneity of the thermal conductivity
and thermal resistance in Chapter 3, which is visualised in Figure 3.5. The spatial heterogeneity
of the density of the snow cover results in thermal resistance variability. The consequence is a
changing heat flux change through the snow and the sea ice surface’s sublimation rate, resulting
in more or less ocean snow formation (Chapter 4). In addition, the high rate of sublimation
of the sea ice surface and extreme metamorphism in the snow is also a crucial driver of the
microstructural properties of the snow directly above the sea ice interface. As a result, we often
find low-density, highly anisotropic depth hoar at the snow-sea ice interface (originating from
sea ice). The depth hoar’s high anisotropy influences the snow cover’s thermal conductivity. We
introduce anisotropy and density parameterisation in Chapter 3 and show how snow’s textural
properties (density and anisotropy) influence thermal conductivity. Hence the synthesis of the
extreme metamorphism explained in Chapter 4, and thermal conductivity (Chapter 3).

In summary, this thesis advances our understanding of the role of snow in this complex
system and identifies primary sources of uncertainties in our regional and global models. The
uncertainties highlighted in this thesis need further investigation to improve our understanding
of their importance in the sea ice system. Future work should be to i) test lower thermal
conductivity values of snow in mass balance modelling, ii) test the influence of including vapour
fluxes into sea ice models to understand the precipitation uncertainty introduced above, iii) test
alternative radiative transfer models to represent the albedo of the SSL better, or use a ray
tracing approach instead of explicitly solving the radiative transfer equation.
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Appendix A

Responsible fieldwork
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Jardé, E., Rixen, C., Ruché, D., Schneebeli, M., Smith, M. M., Thielke, L., Vandevelde, S., and
Wheeler, H. C.

Submitted to: Science.

Introduction

A vital component of this thesis was fieldwork, which required working in a sensitive environ-
ment, far away from research laboratories. As the Earth’s average temperature rises and IPCC
reports warn of the consequences of climate change [3], scientists are driven to understand the
implications of these changes better and improve the monitoring and modelling of these regions.
This requires ground-truth measurements, which are key drivers of regional and global models.
Policymakers are highly dependent on these models for accurate predictions. As a result, sci-
entists have the responsibility to conduct fieldwork in these environments, which has become a
paradox for a number of researchers. This is due to the environmental cost of this work and
many researchers believe a focus should be on conducting this fieldwork in a responsible manner.
We avoid using the phrase "sustainable science" in this context as this implies that the only
requirement for scientific practices is that it is maintained at a certain rate or level. In contrast,
we believe scientists should feel the obligation to minimize their environmental footprint, hence
"responsible science" is preferred. Scientists often experience the problem of filtering their data
and samples to prevent measuring their anthropogenic signal. In this direction, it is often in
their interest to reduce the environmental impact of their work. Recent large-scale expeditions
have led to increased awareness of the environmental costs of this research and the need to think
about less impactful fieldwork. This chapter highlights the steps that finding agencies could
take to reduce anthropogenic impacts with high environmental pollution whilst suggesting steps
to assess and improve fieldwork practices.

A.1 A call for funding bodies to influence the reduction of en-

vironmental impacts in scientific fieldwork

There is a growing consensus in the scientific community that there is a need to reduce the
environmental impacts of scientific research, including the observations conducted in the field
[233]. Scientists conduct fieldwork in various disciplines (natural, human and social sciences).
Without fieldwork, there is no primary data to build knowledge for these disciplines. Even

A-1



though fieldwork is fundamental for research, more and more scientists are gaining awareness of
the problems associated with the environmental footprint of their work. Still, they need more
effective resources or adequate incentives to assess or reduce it. Researchers’ initiatives to quan-
tify, understand and reduce their environmental footprint are growing rapidly in research labs
(see, for example, the French Labos 1point5 initiative born in 2019 [234]), but these initiatives
are carried by the research staff themselves without a framework by the funders. There is a
need for the rapid construction of appropriate incentives by funders to implement mitigation
measures. The nature of scientific fieldwork often requires working in sensitive environments,
far away from the scientists’ research laboratories, to understand the changes in the natural
environment. Science needs to start prioritizing the reduction of the scientific impact of such
fieldwork. This article is a direct call for international, national and local funding bodies to
expand their considerations in funding decisions and support researchers in reducing the impact
of science on sensitive environments. We propose that this can be achieved in three steps: a)
by requiring environmental impact assessments in the initial grant proposal and considering
the relative scientific and environmental impact as well as the adequacy of mitigation measures
as additional criteria in funding decisions, b) by giving researchers the means to finance these
measures (e.g. finance the train which can be more expensive than the plane, finance better
quality equipment with a longer life-use expectancy, etc.), and c) by following up on the sta-
tus of the project after the fieldwork and evaluating the impact assessment. Regular surveys
of the impact of the specific expeditions will further enhance our knowledge and improve the
implementation of best practices in the field.

Gathering knowledge and data to improve our global understanding, whatever the research
domain, is the first objective of any fieldwork. The quality of science and research should not be
compromised. Nonetheless, new practices that do not affect science, such as those listed above,
should be considered. Including an impact assessment in funding applications and taking this
assessment into account in funding decisions will bring more attention to reducing the deleteri-
ous impact of science on the environment. Such impact assessments should also support local
governments in assessing and reducing environmental impacts. Indeed, in some regions, some
Indigenous organizations already require environmental risk assessments through their permit-
ting process [235]. These initiatives from local governance (to support mechanisms to evaluate
and examine environmental impacts locally) should be supported by funding agencies and not
overlooked regarding these issues. In this effort of environmental commitment, it is essential
to ensure that no top-down decision is imposed from outside the communities they affect. The
methodology and tools for such impact assessments need to be open source, free and standard-
ized across disciplines for it to be possible to compare different proposals. Choosing which
projects to fund requires considering that low-impact research can be less competitive (often
taking more time, sometimes collecting fewer data but optimizing their use) than high-impact
research. However, prioritizing a project with a more considerable relative reduction of the
environmental impact over a project which has not attempted to reduce impact will encourage
projects to implement scientific best practices to reduce their impact in fieldwork. Projects are
more likely to invest in research and development to improve the sustainability of instruments
through the design and use of biodegradable materials. It will allow funding agencies to compare
the emissions from various projects, promote low environmental impact initiatives, and likely
increase the funding of existing dataset analysis. By implementing impact assessments, funding
agencies will consequently be able to base funding decisions on both scientific and environmental
impact and abandon projects with too high of an environmental impact.

Of course, all funding cannot go towards reductions of the environmental footprint of
projects. Indeed, taking the train rather than the plane or buying reusable, higher quality,
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longer life-expectancy equipment incurs substantial costs. Therefore, we propose that funding
agencies establish a double counting of projects with an "environmental cost accounting" par-
allel to "financial accounting". Thus, a virtuous project that reduces its environmental impact
(decreasing its debit balance in the "environmental accounting") would see its financial credit
increase, making it possible to finance these reductions. Another option could be to release an
additional financial envelope for environmentally sustainable projects. By giving researchers the
means to fund their environmental impact reductions in the field, funding agencies will thus be
able to encourage and take an active part in transforming research to make it more sustainable.

The funding agencies should conduct a post-funding calculation of the environmental foot-
print weighted by the primary scientific outcomes prioritized by each agency. This would prevent
additional reporting burdens to the scientists and streamline the process by having one individ-
ual at funding agencies who is an expert assessing the impact of funded projects. Alternatively,
one could develop an understandable and easy-to-use open-source software for the researchers
to conduct this analysis. Following up and making this assessment after the grant completion
could have two benefits: 1) it will give the opportunity to provide feedback on if the impact
value was feasible/achievable and allow for projects to provide recommendations to future ex-
peditions/campaigns, and 2) it encourages scientists to refine their research to maximize the
scientific return for each unit of environmental impact. This encourages interdisciplinary science
and science of opportunity and will optimize networking and collaborations of groups working
on similar datasets in similar areas. It will encourage optimising time in the field by collect-
ing/measuring for multiple teams, involving more projects, and consequently having a more
significant scientific impact.

More consistent quantification of fieldwork impacts will ultimately allow for evaluation of
the impacts and critical areas for improvement on a community scale. We hope that funding
agencies will play a key role in pushing for quantifying environmental impact analysis before
the field work and, ultimately, the requirement to make improvements in critical areas. But it
also requires providing financial means to the researchers committed to this effort.

The purpose of research funding agencies is to support research. Today there is a unique
opportunity to be part of a historic and necessary shift by supporting all those researchers calling
for a transformation of research, by changing the evaluation and funding criteria based on more
quality rather than quantity, towards more ethics, more meaning and more sustainability.
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