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Summary

Earth’s climate bears a close relation to the vertical exchange of water masses in the global ocean.
This relation originates from the transport of heat, carbon, and nutrients with the subduction and
upwelling of water masses. The majority of this vertical exchange occurs in the Southern Ocean,
where carbon- and nutrient-rich deep waters re-surface. To date, the mechanisms, which control
long-term changes in this upwelling, are not firmly established. Both changes in either surface
winds or surface freshwater fluxes could hypothetically alter the upwelling. Strong meridional
gradients in the surface wind field propel a surface divergence that pulls waters from the deep.
This process is facilitated by a marginally stable vertical density stratification, which is mainly set
up by salinity and therefore by surface freshwater fluxes. So far, the exploration of stratification
changes has been limited by the availability of observational freshwater flux data and by their
poor representation in climate models. In this dissertation, I investigate recent changes in surface
freshwater fluxes and their effect on the hydrography, circulation, as well as the vertical exchange
of heat and carbon in the Southern Ocean. A particular focus of this thesis is on yet unconstrained
freshwater fluxes which originate from the seasonal formation and melting of sea ice.

In the first part of this thesis, I provide the first comprehensive data set of annual freshwater
fluxes arising from the formation, transport, and melting of sea ice in the Southern Ocean over
the time period from 1982 to 2008. For this purpose, I combine numerous satellite, in-situ,
and reanalysis data of sea-ice concentration, thickness, and drift. The resulting freshwater flux
estimates reveal that 410±110 mSv (1 mSv = 103 m3 s�1) of freshwater are removed and added
to the surface waters by the formation and melting of sea ice each year. Compared to the available
data of the atmospheric and land-ice freshwater fluxes, sea ice provides the dominant freshwater
flux in the seasonally ice-covered region of the Southern Ocean. Most of the sea ice forms in the
coastal ocean; and 130±30 mSv of this sea ice are transported towards the sea-ice edge, where it
melts. Thereby, it increases the salinity in coastal and bottom waters and lowers the open-ocean
surface and intermediate water salinity. This northward transport of freshwater has increased by
20±10% over the observational period, which corresponds to a freshening of �0.02±0.01 g kg�1

per decade in the open-ocean waters. From this analysis, I conclude that the increased northward
transport of freshwater by sea ice explains the majority of the observed freshening of the open-
ocean waters. In fact, ocean salinity data shows that the largest freshening signal coincides with
the region of largest increased sea-ice melting in the Pacific sector.
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In order to better understand the ocean’s response to changing freshwater fluxes, I am using
the newly derived sea-ice–ocean freshwater fluxes to constrain a regional ocean circulation model
in the second part of this thesis. By perturbing the model with the observed recent changes in these
fluxes, I find that the increased northward sea-ice transport could also be responsible for most of
the observed surface cooling in the Southern Ocean that occurred over recent decades, despite
global warming. The model simulations suggest that this cooling originates from a freshening
and enhanced surface density stratification in the upwelling region that delays and shoals the deep
winter-time mixing. As a consequence, the total heat capacity of the mixed layer decreases and
less warm deep water enters the surface layer, which results in a surface cooling and sub-surface
warming. Moreover, about 25% less carbon-dioxide (CO2) is released to the atmosphere from
the upwelling region. This response can be explained, on the one hand, by the surface cooling
that increases the solubility of CO2 in seawater and, on the other hand, by reduction in upwelling.
The reduced CO2 release is opposed by a reduced subduction of CO2 into Antarctic Intermediate
Water and Subantarctic Mode Water due to the increasing stratification. These findings suggest
that the increased surface density stratification could explain why the Southern Ocean carbon
sink has not saturated but has rather strengthened over recent decades, despite increasing surface
winds.

In conclusion, the insights gained from my dissertation point towards much higher sensitivity
of the upwelling in the Southern Ocean to changes in the sea-ice freshwater fluxes than previously
assumed. My combined analyses of observational data and model experiments elucidate that sea
ice effectively re-shovels freshwater from the lower overturning cell to the upper overturning cell
and thereby increases the meridional and vertical salinity and density gradients in the Southern
Ocean. In the long-term, changes in this system could alter the atmospheric CO2 concentration
and therefore the global climate. A potential warming of the sea-ice region in the future could
reverse the changes observed over recent decades and enhance the release of CO2 from the ocean
to the atmosphere, which might amplify global warming. In contrast, in colder glacial climates,
increased sea-ice formation could reduce the upwelling of carbon-rich waters to the surface ocean
and lower the atmospheric CO2 concentrations. This interpretation of my results is in line with the
hypothesis that past glacial–interglacial variations in the global atmospheric CO2 concentration
could originate from changes in the Southern Ocean density stratification.
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Zusammenfassung

Der vertikale Austausch von Wassermassen im globalen Ozean hat einen grossen Einfluss auf das
Klima der Erde, da das Absinken und Aufsteigen der Wassermassen Wärme, Kohlenstoff und
Nährstoffe zwischen dem tiefen und oberflächennahen Ozean umverteilt. Diese Umverteilung
findet vorwiegend im Südpolarmeer statt, wo kohlenstoff- und nährstoffhaltiges Tiefenwasser an
die Oberfläche kommt. Bis heute sind die Ursachen von längerfristigen Veränderungen dieses
Auftriebs noch nicht fest etabliert. Diese könnten entweder von Veränderungen der oberflächen-
nahen Winde oder des Süsswassereintrags hervorgerufen werden. Starke meridionale Gradienten
in den Winden treiben das Oberflächenwasser in dieser Region auseinander und sorgen für den
Auftrieb des Wassers aus der Tiefe. Dieser Prozess wird durch eine nur geringfügig stabile Dicht-
eschichtung der Wassersäule erleichtert, welche über den Salzgehalt des Wassers und somit durch
den Süsswassereintrag bestimmt wird. Die Erforschung von Veränderungen in der Dichteschich-
tung wurde bis jetzt weitgehend von einem Mangel an Beobachtungsdaten von Süsswasserflüssen
und deren Unsicherheiten in Simulationen mit Klimamodellen eingeschränkt. In dieser Dok-
torarbeit untersuche ich kürzliche Veränderungen im Süsswassereintrag und deren Einfluss auf
die Hydrographie, die Zirkulation und den vertikalen Austausch von Kohlenstoff und Wärme im
Südpolarmeer. Dabei ist der weitgehend unbestimmte Beitrag von Süsswasserflüssen des sich
jahreszeitlich bildenden und abschmelzenden Meereises ein zentrales Thema.

Der erste Teil dieser Arbeit beschreibt den ersten umfassenden Datensatz von jährlichen Süss-
wasserflüssen, die durch die Bildung, den Transport und das Abschmelzen von Meereis zwischen
1982 und 2008 entstanden sind. Dieser beruht auf verschiedene Satellitenmessungen, bodennahe
Beobachtungen und Reanalysedaten von Meereiskonzentration, -dicke und -drift. Die daraus
resultierenden Abschätzungen zeigen auf, dass jährlich 410±110 mSv (1 mSv = 103 m3 s�1)
Süsswasser durch das Bilden und Abschmelzen von Meereis dem Oberflächenozean entzogen
und wieder hinzugefügt werden. Im Vergleich zum Süsswassereintrag aus der Atmosphäre oder
vom Landeis der Antarktis, formt Meereis somit die Hauptkomponente der Süsswasserflussbi-
lanz in der Meereisregion. Das meiste Meereis bildet sich in Küstennähe, wovon 130±30 mSv
zur Meereiskante nach Norden transportiert werden, wo das Eis abschmilzt, dabei erhöht es den
Salzgehalt des küstennahen Ozeans und des sich dort bildenden Bodenwassers und reduziert den
Salzgehalt des Oberflächen- und Zwischenwassers im offenen Ozean. Dieser Nordwärtstransport
von Meereis hat über den Beobachtungszeitraum um 20±10% zugenommen, was einer Reduk-
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tion des Salzgehaltes im offenen Ozean um �0.02±0.01 g kg�1 pro Dekade entspricht. Aus
dieser Analyse ziehe ich die Schlussfolgerung, dass sich durch den erhöhten Nordwärtstransport
von Süsswasser durch das Meereis der grösste Teil der beobachteten Salzgehaltsabnahme im of-
fenen Ozean erklären lässt, welche im Pazifischen Teil des Südpolarmeeres am stärksten ist, wo
auch die grösste Zunahme im Süsswassereintrag durch das Meereis stattgefunden hat.

Um die Reaktion des Ozeans auf Veränderungen im Süsswassereintrag vom Meereis zu un-
tersuchen, verwende ich im zweiten Teil meiner Doktorarbeit den neuen Datensatz um ein re-
gionales Ozeanzirkulationsmodell anzutreiben. Eine Veränderung der Meereissüsswasserflüsse
im Modell um den beobachteten Wert zeigt, dass die Zunahme im Nordwärtstransport vom
Meereis auch für eine Abkühlung des Oberflächenwassers in die vergangenen Jahrzehnte ver-
antwortlich sein könnte, die in dieser Region trotz der globalen Erwärmung festgestellt wurde.
Die Abkühlung in der Modellsimulation ist die Folge einer verstärkten Dichteschichtung in der
Auftriebsregion, welche die tiefe Mischung der Wassermassen in den Wintermonaten zeitlich
verzögert und abflacht. Daraus resultiert eine veringerte Wärmekapazität der gemischten Schicht
und ein verringertes Eindringen von Wärme in die oberen Schichten, was eine oberflächennahe
Abkühlung und eine Erwärmung unterhalb der Oberfläche zur Folge hat. Zusätzlich nimmt die
Freisetzung von Kohlenstoffdioxid (CO2) in die Atmosphäre in der Auftriebsregion um ungefähr
25% ab. Diese Abnahme kann zum einen durch die verstärkte Löslichkeit von CO2 im kühleren
Oberflächenwasser und zum anderen durch einen geringeren Auftrieb erklärt werden. Diesem
Prozess wirkt eine verringerte Aufnahme von CO2 mit dem Antarktischen und Subantarktischen
Zwischenwasser durch die verstärkte Dichteschichtung entgegen. Diese Erkenntnisse zeigen auf,
dass eine verstärkte Dichteschichtung erklären könnte, wieso trotz einer Zunahme der Westwinde
über die letzten Jahrzehnte keine Sättigung, sondern eher eine Verstärkung der CO2-Aufnahme
des Südpolarmeeres in Beobachtungsdaten zu erkennen ist.

Abschliessend lässt sich die Erkenntnis ableiten, dass der Tiefenwasserauftrieb im Südpo-
larmeer wesentlich stärker auf Süsswasserflussveränderungen vom Meereis reagiert als zuvor
angenommen. Die Analysen von Beobachtungsdaten und Modellexperimenten veranschaulichen,
dass Meereis Süsswasser von der unteren in die obere Ozeanzirkulationszelle umverteilt und
dabei die meridionalen und vertikalen Salz- und Dichtegradienten im Ozean verstärkt. Auf
längeren Zeitskalen könnten Veränderungen in diesem System den atmosphärischen CO2-Gehalt
und somit das globale Klima beeinflussen. Eine mögliche zukünftige Erwärmung der Meereisre-
gion hätte eine Umkehr der hier beschriebenen Veränderungen zur Folge, was zu einer verstärkten
Freisetzung von CO2 in die Atmosphäre und einer Verstärkung der globalen Klimaerwärmung
führen könnte. Im Gegensatz dazu könnte eine erhöhte Meereisbildung während Eiszeiten den
Auftrieb von kohlenstoffhaltigem Tiefenwasser an die Oberfläche reduziert und somit zu einer
tieferen CO2-Konzentration in der Atmosphäre geführt haben. Diese Interpretation meiner Re-
sultate stimmt mit der Hypothese überein, dass die Schwankungen der globalen atmosphärischen
CO2-Konzentration zwischen Eiszeiten und Warmzeiten durch Veränderungen in der Dichteschich-
tung des Südpolarmeeres bedingt werden.
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Chapter 1

Introduction

In 1984, three pioneering studies (Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984;
Siegenthaler and Wenk, 1984) suggested that the polar oceans have played the most critical role
for regulating carbon dioxide (CO2) concentrations in the Earth’s atmosphere over the past thou-
sands of years, prior to any human influence. Ever since, the climate research community has
built overwhelming evidence that this connection between the atmospheric CO2 concentrations
and polar oceans stems from the Southern Ocean (Toggweiler, 1999; Sigman et al., 2010). The
rationale behind this hypothesis is that this region acts as the major pathway for deep ocean wa-
ters to rise to the surface (Talley, 2013), fueling the surface ocean with large amounts of dissolved
carbon and nutrients (Marinov et al., 2006). These upwelled waters provide a natural source of
CO2 to the atmosphere (Gruber et al., 2009) and nutrients for the global marine biological produc-
tion (Sarmiento et al., 2004). However, it is not just this upwelling of deep waters in this region
that is important for the climate system, but also the subduction of newly formed water masses
that ventilate most of the interior ocean (Ganachaud and Wunsch, 2000; DeVries and Primeau,
2011). This subduction process buffers perturbations that occur in the surface climate, such as
human-induced climate change (IPCC, 2013), by taking up anthropogenic CO2 (Sarmiento et al.,
1998; Caldeira and Duffy, 2000; Sabine et al., 2004; Gruber et al., 2009) and heat (Gille, 2002;
Levitus et al., 2012; Purkey and Johnson, 2013; Frölicher et al., 2015; Morrison et al., 2015) from
the atmosphere. Due to these profound influences on the global carbon cycle and the surface
energy balance, the upwelling and subduction of waters in the Southern Ocean are thought to be
key elements to understand past, current, and future changes of the global climate.

In this chapter, I will describe the link between changes in the global carbon cycle and Earth’s
surface climate (section 1.1), followed by a discussion of the role of ocean circulation in altering
both the carbon cycle and the surface energy balance (section 1.2). Then, I will describe why
the ocean circulation and density stratification in the Southern Ocean might be critically linked to
surface freshwater fluxes (section 1.3) and why this system might be very sensitive to changes in
global climate (section 1.4). Finally, I will formulate my objectives (section 1.5), and outline the
chapters of this thesis (section 1.6).
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2 Chapter 1. Introduction

1.1 Atmospheric carbon dioxide & the global surface climate

The Earth’s surface temperature is tightly coupled to the atmospheric CO2 concentration (Pierre-
humbert, 2011). This relation stems from the absorption of long-wave radiation by atmospheric
CO2, which is the second most important greenhouse gas—next to atmospheric water vapor. Us-
ing Stefan-Boltzmann’s law for a black body, one finds that the natural atmospheric greenhouse
effect rises the Earth’s mean surface temperature by roughly 33� C and that roughly one third of
this effect can be attributed to atmospheric CO2 (Sarmiento and Gruber, 2006), making the Earth
a habitable planet. Therefore, the anthropogenic perturbation and natural variations of the atmo-
spheric CO2 concentration can strongly alter the global surface climate, as I will briefly describe
in this section.

1.1.1 Anthropogenic perturbation

Through fossil fuel burning and land-use change, human activity has increased the atmospheric
CO2 concentrations since pre-industrial times (Figure 1.1) to a current mean level of about 403
ppm (June, 2016, after removing the seasonal cycle; http://www.esrl.noaa.gov/gmd/ccgg/trends/
global.html). Small air bubbles trapped in the East-Antarctic ice sheet show that such high at-
mospheric CO2 concentrations have not occurred over at least the last 800,000 years (EPICA

Figure 1.1 Changes in the global carbon cycle 1850–2014: The black curve shows the increase
in atmospheric CO2 concentration. The colored curves show the atmospheric CO2 concentration
equivalent if there were only anthropogenic sources but no sinks (red) and if there was no ocean
sink (blue). The land sink is indicated in light green and the ocean sink in light blue shading.
The land sink is computed from the residual after subtracting the ocean and atmosphere from the
total emissions. Data stems from the Global Carbon Budget (Le Quéré et al., 2015) and from the
observed atmospheric CO2 concentration after 1980 (Dlugokencky & Tans, NOAA/ESRL, www.
esrl.noaa.gov/gmd/ccgg/trends, Ballantyne et al., 2012).

http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html
http://www.esrl.noaa.gov/gmd/ccgg/trends/global.html
www.esrl.noaa.gov/gmd/ccgg/trends
www.esrl.noaa.gov/gmd/ccgg/trends
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community members et al., 2004; IPCC, 2013). The current atmospheric CO2 concentration is
about 44% higher compared to the pre-industrial level (about 280 ppm, Figure 1.1) and this in-
crease led to an increase of the radiative forcing, dominating the observed temperature rise of
about 0.85� C over the past 130 years (Hansen et al., 2010; IPCC, 2013). Earth System Mod-
els (ESMs) suggest that even if anthropogenic atmospheric CO2 emissions would stall, warming
could continue over centuries (Frölicher et al., 2014). However, the atmospheric growth rate of
CO2 has been accelerating over recent decades, reaching an average growth of about 2.1 ppm per
year over the past decade (Le Quéré et al., 2015).

Figure 1.2a illustrates that the actual anthropogenic emissions of CO2 are considerably larger
than the growth rate of atmospheric CO2. In fact, the anthropogenic emissions of about 10 Pg of
carbon per year over the last decade (Le Quéré et al., 2015) have been stronger than any recon-
structed natural carbon release rate to the atmosphere over the past 66 million years (Figure 1.2a;

Figure 1.2 Sources and sinks of anthropogenic carbon 1959–2014: (a) Anthropogenic carbon
emissions from fossil fuel burning (red) and land use change (orange) from the global carbon budget
(Le Quéré et al., 2015). The estimate of the natural emissions during the Palaeocene-Eocene Ther-
mal Maximum is given as a comparison (PETM; Zeebe et al., 2016). (b) Land (green; residual) and
ocean sinks (blue; multi-model mean) for anthropogenic carbon from the Global Carbon Budget (Le
Quéré et al., 2015). The dased line shows an observation based estimate from Landschützer et al.
(2015a) for the global ocean sink (corrected as described by Landschützer et al. (2014b) to obtain
the anthropogenic contribution) and the dash-dotted line the Southern Ocean sink (Landschützer
et al., 2015b, scaled according to the global correction).
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Zeebe et al., 2016). The current release rate is about one order of magnitude higher than estimates
for the Palaeocene-Eocene Thermal Maximum (PETM; Zeebe et al., 2016)—a strong warming
period which is often compared to the current global warming (Zachos et al., 2001). Thus, the an-
thropogenic perturbation forces the Earth’s carbon cycle into unprecedented rapid changes. The
carbon cycle responds with a rapid increase of the uptake of carbon by the land and the ocean,
which took up about 60% of the emitted carbon between 1850 and 2014 (Figure 1.1; Sabine et al.,
2004; Le Quéré et al., 2015). Without these sinks, the atmospheric CO2 concentration would have
reached 550 ppm in 2014 (Figure 1.1).

About 30% of the anthropogenic emission since pre-industrial times were taken up by the
ocean, and another 30% by the land (Figure 1.1; Sabine et al., 2004; Le Quéré et al., 2015). Both
the strength of the anthropogenic sources as well as the overall strength of the sinks have been
gradually increasing (Figure 1.2; Khatiwala et al., 2009). However, in contrast to the anthro-
pogenic sources, the sinks reveal large variability over time with periods of stronger and weaker
uptake (Le Quéré et al., 2009). These variations result from variations in the surface climate. In
particular, the land sink undergoes large interannual variability, which is largely driven by El Niño
Southern Oscillation (ENSO; Zeng et al., 2005). The multi-model mean of the ocean sink from
the Global Carbon Budget (Le Quéré et al., 2015) exhibits much less variability. However, new
observationally constrained estimates show that also the ocean sink undergoes large variability
on decadal time scales (Landschützer et al., 2015b,a), especially in the Southern Ocean (Figure
1.2b), which dominates the overall global uptake of anthropogenic CO2 from the atmosphere (see
section 1.3; see also Mikaloff Fletcher et al., 2006; Gruber et al., 2009; Khatiwala et al., 2009).
Thus, variations in the global surface climate can alter the rate at which anthropogenic CO2 is
taken up by the ocean and land.

Global models suggest that in the long-term the link between climatic changes and the global
carbon cycle induces a positive feedback, which accelerates the projected global warming over
the 21st century and beyond (Cox et al., 2000; Friedlingstein et al., 2001, 2006). This feedback
is induced by a reduction of the efficiency at which both the land and the ocean take up anthro-
pogenic CO2 as the climate is warming. In particular, the projected future uptake of anthropogenic
carbon by the land decreases; eventually turning the land into a carbon source (Cao and Wood-
ward, 1998; Stocker et al., 2013). This change in the land sink results in the ocean becoming the
dominant sink in the long-term (Cox et al., 2000; Randerson et al., 2015). However, the ocean
sink will probably also weaken over time, which is mostly a result of positive feedbacks from
ocean acidification, surface ocean warming, and changes in mixing and transport (see section 1.2;
Manabe and Stouffer, 1993; Sarmiento et al., 1995; Sarmiento and Le Quéré, 1996; Sarmiento
et al., 1998; Joos et al., 1999; Gruber, 2011; Stocker, 2015). These feedbacks between the carbon
sinks and global climate have been identified as a key challenge in climate research in order to
understand the dissipation of anthropogenic carbon perturbations in the climate system and to
make reliable estimates of future climatic changes (IPCC, 2013; Ilyina and Friedlingstein, 2016).
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1.1.2 Natural fluctuations

While the above considerations are concerned with the addition of anthropogenic CO2 to the at-
mosphere that drives an increase of the global surface temperature, Earth’s history shows that,
conversely, variations in surface temperature can also drive changes in the atmospheric CO2 con-
centration. This relation becomes evident from synchronously varying atmospheric CO2 (EPICA
community members et al., 2004; Lüthi et al., 2008) and Antarctic surface temperatures over the
last glacial cycles (Figure 1.3; Petit et al., 1999; EPICA community members et al., 2004; Jouzel
et al., 2007; Parrenin et al., 2013). The coincidence of these variations with the Earth’s orbital
eccentricity suggests that the solar radiation received by the Earth surface paces these variations
(Hays et al., 1976), even though this causal link has been debated (Saltzman et al., 1984; Wunsch
and Ferrari, 2004; Huybers and Wunsch, 2005). In any case, changes in direct solar forcing would
be largely insufficient to change the surface temperature by the reconstructed amplitude (Imbrie
et al., 1993). Thus, most of the observed amplitude must result from internal feedbacks in the
climate system (Köhler et al., 2010).

Figure 1.3 Glacial-interglacial variations of atmospheric CO2 and temperature: The blue
line shows the variations of atmospheric CO2 over the past 800,000 years as measured in Antarctic
ice cores (EPICA community members et al., 2004; Lüthi et al., 2008). The red line shows the
Antarctic surface temperature anomalies with respect to the past 1,000 years that were inferred
from deuterium in the ice cores (Petit et al., 1999; EPICA community members et al., 2004; Jouzel
et al., 2007; Parrenin et al., 2013).

For a long time the theory prevailed that these changes are associated with the growth and de-
cay of the northern hemisphere ice sheets that would lead, among other changes, to large changes
in the surface albedo (Imbrie and Imbrie, 1980; Oerlemans, 1980; Abe-Ouchi et al., 2013). Shack-
leton (2000) challenged this perspective, arguing that the proxy for ice sheet volume, which is
derived from the oxygen isotopic composition (�18O) of deep-sea sediments and ice cores, lags
the proxies for the Antarctic surface temperatures, as well as the atmospheric CO2 concentration
and orbital eccentricity. As the latter three quantities appear to be in phase, he concludes that
the amplitude of the glacial-interglacial variations could be explained by carbon-cycle feedbacks
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rather than northern hemisphere ice-sheet feedbacks. A more recent compilation of surface tem-
perature proxies (Shakun et al., 2012) supports such a theory, because it shows that the global
mean temperature lags both atmospheric CO2 and Antarctic surface temperatures during the last
deglaciation. This suggests a southern-hemisphere driven change in the carbon cycle as a pre-
dominant cause for the deglaciation. Yet, large uncertainties exist in both the magnitude and
timing of all these proxy data sets, exacerbating arguments related to the phasing and location of
these changes.

Results with a simplified model by Berger et al. (1993) suggest that a change in atmospheric
CO2 of 80 to 100 ppm during the last four glacial cycles (Figures 1.1 and 1.3; Petit et al., 1999)
can only explain about one third of the temperature variation, when indirect effects such as the
associated water vapor feedback are included. Current state-of-the-art ESMs suggest that this
small response is probably an underestimation of the warming resulting from the CO2 increase.
Using the estimated long-term climate feedback parameter from these model simulations of about
0.8 W m�2 K�1 (Andrews et al., 2015), the equilibrium temperature change resulting from glacial-
interglacial CO2 variations and related indirect effects would be about 2.5� C. Such a simplified
consideration thus suggests that more than half of the last deglacial global mean temperature rise
(about 3.5� C; Shakun et al., 2012) could be related to the atmospheric CO2 rise. However, the
climate feedback parameter varies widely among different models and long-term responses from
ice sheets are not included in these ESMs, leading to no conclusive answer on whether a southern
hemisphere carbon-cycle feedback or a northern hemisphere ice-sheet feedback would trigger
deglaciations.

Despite these contrasting views on the causes for the global temperature changes during
glacial-interglacial changes, the ice core records clearly reveal that a warming of the climate
system during deglaciations leads to a natural rise of atmospheric CO2, with strong positive feed-
backs in the global climate system that amplified the global warming. This lesson from Earth’s
history leads to concerns that the anthropogenic induced climate change might be considerably
amplified over many centuries not only due to the anthropogenic perturbation itself, as outlined
in section 1.1.1, but also due to positive feedbacks with the natural carbon cycle. Consequently,
it is an urgent matter to understand why the atmospheric CO2 has been increasing at all dur-
ing deglaciations in order to better understand the response of the natural carbon cycle to future
changes in the surface temperature.
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1.2 The importance of ocean circulation for global climate:
A Southern Ocean perspective

The ocean circulation redistributes heat, carbon, and nutrients between low and high latitudes
and between the surface and the deep ocean. Thereby, it regulates the regional and global surface
climate. In this section, I will briefly discuss the influence of this circulation on the global carbon
cycle and the surface energy balance from a perspective of both a natural system and the anthro-
pogenic perturbation of this system. This discussion will elucidate the critical role played by the
Southern Ocean in the climate system.

1.2.1 Global overturning circulation

The circulation of ocean waters on a global scale is driven by a modification of the seawater
density through surface heat and freshwater fluxes as well as by surface winds. The densest and
deepest waters of the global ocean are formed in high-latitudes, where a strong loss of buoyancy
occurs; namely in the north Atlantic (North Atlantic Deep Water, NADW) and around the coast of
the Antarctic continent (Antarctic Bottom Water, AABW). These water masses sink to the abyssal
ocean and spread to lower latitudes. They are then brought back towards surface by upwelling in
the Southern Ocean (Toggweiler and Samuels, 1995; Gnanadesikan, 1999; Marshall and Speer,
2012; Morrison et al., 2015) and vertical mixing in low latitudes (Munk, 1966; Munk and Wun-
sch, 1998; Ganachaud and Wunsch, 2000; Wunsch and Ferrari, 2004). A second major type of
sub-surface water masses, namely Antarctic Intermediate Water (AAIW) and Subantarctic Mode
Water (SAMW), is subducted to intermediate depth in sub-polar regions of the Southern Ocean,
ventilating the global low-latitude thermocline. All these deep, intermediate, and surface wa-
ters are intertwined (Schmitz, 1995, 1996; Talley, 2013) to constitute a global-scale overturning
circulation (Gordon, 1986a,b; Broecker, 1987, 1991; Lumpkin and Speer, 2007).

The dominant role of the Southern Ocean in this circulation manifests itself in the fraction of
global water masses that is ventilated through the Southern Ocean. Up to 80% of subducted
NADW and AABW re-surface through transport and mixing in the Southern Ocean (Talley,
2013). Watson et al. (2013) argue that roughly 20 to 30% of this upwelling is caused by cross-
density (diapycnal) mixing and the remainder through isopycnal mixing and transport. However,
not only the upwelling is dominated by the Southern Ocean, but also around 65% of global sub-
surface waters originate from the surface waters of this region through the subduction of AABW,
AAIW, and SAMW (DeVries and Primeau, 2011).

The return time scale for water parcels participating in the global overturning circulation is
on the order of 1,000 years (Broecker and Peng, 1982). This time scale is largely governed by
slow, counter-gradient, upward mixing of bottom waters in deep northern Pacific (Munk, 1966).
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However, the time scales at which the global overturning circulation interacts with global climate
is much shorter (Weaver et al., 1991; Delworth et al., 1993; Ganopolski and Rahmstorf, 2001;
Cunningham et al., 2007; Park and Latif, 2008). This shorter time scale is owing to relatively
faster variations in some upwelling and subduction processes, which are on the order of years
to several decades for NADW (Weaver et al., 1991; Delworth et al., 1993; Cunningham et al.,
2007) and AAIW/SAMW (Santoso and England, 2004; Naveira Garabato et al., 2009; Sallée
et al., 2010a; Kwon, 2013) and possibly even centuries in the high-latitude Southern Ocean (incl.
AABW formation; Latif et al., 2013; Martin et al., 2013). On these time scales the interaction
of overturning circulation with the surface climate occurs through the meridional and vertical
advection of heat, salt, and carbon and through related changes in the air-sea fluxes.

As the subduction of water masses in both hemispheres occurs on time scales equivalent
to the anthropogenic perturbation, concerns have been raised that the upwelling and subduction
in the higher latitudes might change in future (Stocker and Schmittner, 1997; Toggweiler and
Russell, 2008; Meredith et al., 2012; Waugh, 2014), potentially altering the ability of the ocean
to take up anthropogenic carbon and excess heat (Manabe and Stouffer, 1993; Sarmiento et al.,
1998; Stocker, 2015). A major difference that exists between the subduction of water masses in
the northern and southern hemisphere is that water masses subducted in the northern hemisphere
stem from the surface waters of the low latitudes, whereas those subducted in the Southern Ocean
have been upwelled from the deep ocean. Thus, the waters that are subducted in the Southern
Ocean have not yet seen the anthropogenic perturbation and have a much larger potential to
buffer this perturbation. The rate at which this buffering of variations in the surface climate by
the Southern Ocean waters occurs depends on the rate of upwelling and subduction or the surface
residence time of these waters (see section 1.3).

1.2.2 Ocean carbon pumps

The ocean contains 60 times more carbon than the atmosphere and most of this carbon is stored
in the form of dissolved inorganic carbon (DIC) in the deep ocean (Sarmiento and Gruber, 2006).
At the surface the concentration of DIC is about 15% lower than in the deep ocean. This gradient
comes about mostly due to gravitational sinking of biologically produced matter out of the sunlit,
euphotic layer (upper about 100 m) into deeper layers—a process referred to as export production.
As illustrated in Figure 1.4 (following Heinze et al., 1991; IPCC, 2013), this biological pump can
be split into processes associated with the export of particulate organic carbon (POC), the soft-
tissue pump, and the export of biogenic calcium carbonate (CaCO3), the carbonate or hard-tissue
pump.

The soft-tissue pump is the major biological process that is responsible for the surface to the
deep ocean gradient in DIC (Sarmiento and Gruber, 2006). It is driven by the formation of organic
matter through photosynthesis by marine phytoplankton. During this process the phytoplankton
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takes up dissolved carbon and nutrients from the seawater to build organic matter. The net bio-
logical uptake of CO2 resulting from production and respiration by phytoplankton is referred to
as net primary production (NPP). The total amount of NPP is limited by the availability of light
and nutrients. Some phytoplankton and zooplankton species form calcareous shells that consist
of mineral CaCO3. Thereby they do not only extract DIC from the seawater but also lower the
seawater alkalinity (Alk). The latter is defined through the excess of bases over acids. A lower
Alk leads to a release of CO2 to the atmosphere. Consequently, while the soft-tissue pump leads
to a net uptake of CO2 from the atmosphere, the carbonate pump leads to a net release to the
atmosphere (Figure 1.4) .

The organic detritus that sinks out of the surface layer is to a large extent remineralized by
heterotrophic organisms at intermediate depth (Figure 1.4). Only a small fraction of the NPP
sinks further into the deep ocean (Suess, 1980). Kwon et al. (2009) argue that the depth at which
the bulk of the organic carbon is remineralized, the remineralization depth, significantly influ-
ences the atmospheric CO2 levels, underpinning the importance of this sinking processes. The
line of thought behind this relation is that the deeper the carbon sinks into the ocean, the longer
is its return period to the surface (Primeau, 2005). If we consider an extreme condition where no
carbon is exported to depth, i.e., in absence of a vertical DIC gradient, simplified model exper-
iments show that the atmospheric CO2 concentration could be roughly 150 ppm higher (Gruber
and Sarmiento, 2002). Even though this case is unrealistically extreme, it demonstrates that a
change in the vertical gradient could substantially alter the atmospheric CO2 levels. The carbon-
ate pump also leads to vertical DIC gradients, but plays a secondary role. One key difference
of this mechanism to the soft-tissue pump is that CaCO3 is dissolved much deeper in the water
column and that a much larger fraction is buried in the sediment as compared to the particulate
organic carbon. Thus, it becomes an important process on time scales longer than a few hundred
years (Broecker, 1987; Sarmiento et al., 1988; Archer et al., 2000; Sigman and Boyle, 2000).

The major physical processes in the ocean that influence the carbon cycle are vertical trans-
port and mixing of dissolved carbon and nutrients. They counteract vertical gradients induced by
the carbon pumps through their tendency to restore a homogenous distribution of tracers in the
ocean. Upwelling in the Southern Ocean returns nutrients to the surface (Marinov et al., 2006).
However, not all nutrients are consumed in the Southern Ocean surface waters and are subducted
again with AAIW and SAMW. These nutrient-rich waters then feed into the low-latitude thermo-
cline waters, where they can be mixed to the surface and fuel biological production (Sarmiento
et al., 2004). Model experiments show that about 75% of the total biological production in the
low-latitudes (north of 30� S) can be explained by the provision of nutrients through the South-
ern Ocean, and if it were not for the ocean circulation, biological production in the global surface
ocean would diminish (Sarmiento et al., 2004). Therefore, the return path of nutrients through the
ocean circulation to the surface closes the major biogeochemical loop in the global ocean (bold
white in Figure 1.4).



10 Chapter 1. Introduction

Figure 1.4 Cycling of carbon in the ocean: Physical and biological processes responsible for
the vertical exchange of carbon between the deep and surface ocean (Heinze et al., 1991; IPCC,
2013). Soft-tissue pump: Photosynthetic production of organic matter, gravitational sinking, and
heterotrophic remineralization of particulate organic carbon (POC). Carbonate pump: Biogenic for-
mation of calcareous shells consisting of mineral calcium carbonate (CaCO3), gravitational sinking,
and dissolution. Physical processes: Vertical mixing and transport of dissolved inorganic carbon
(DIC) and nutrients, as well as changes in solubility of carbon dioxide (CO2) in seawater due to
variations in temperature and salinity. All processes affect the air–sea gas exchange of CO2 (green).
In red: The major pathway of anthropogenic CO2 into the ocean.

The mixing and transport of subsurface waters into the surface ocean bring not only nutrients
but also DIC to the surface. This process counteracts the biologically produced vertical DIC gra-
dient in the ocean. Thus, the vertical DIC gradient could either be altered by a change in mixing
and transport or by biological productivity (Sarmiento et al., 1988). The sum of these two effects
is often referred to as the efficiency of the biological pump (Sarmiento and Gruber, 2006). A very
efficient biological pump occurs in the low latitudes due to the almost complete use of nutrients.
The opposite, i.e., a low efficiency of the biological pump, occurs in high latitudes due to a re-
duced usage of nutrients (Gruber and Sarmiento, 2002). Since the production in low latitudes is
largely nutrient-limited, the rate at which nutrients are provided through the high-latitudes ulti-
mately determines the productivity in the global ocean (Sarmiento and Toggweiler, 1986). Thus,
the high-latitudes provide the major control on the exchange of carbon between the atmosphere
and the deep ocean either through changing the upwelling or changing the high-latitude produc-
tivity (Toggweiler, 1999; Sigman and Boyle, 2000). In a natural system, an increased vertical
exchange in high-latitudes would lead to rise in atmospheric CO2 while a decrease would lower
atmospheric CO2 (Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and
Wenk, 1984). Therefore, physical processes associated with ocean transport and mixing have a
large potential to alter the atmospheric CO2 concentration on time-scales of decades to several
centuries.
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A third mechanism that substantially alters the vertical DIC gradient is associated with the
solubility of CO2 in seawater depending on its temperature and salinity (Figure 1.4). Surface
cooling or freshening lead to an uptake of CO2 from the atmosphere and warming or salinification
lead to the contrary. Thus, waters that are transported towards higher latitudes and cool take
up carbon (Gruber et al., 2009). As these waters are the source for deep and bottom waters,
the solubility pump acts together with the ocean circulation to remove DIC from the surface
ocean, especially in the North Atlantic (Sarmiento and Gruber, 2006). In contrast, the waters
that upwell in equatorial regions gain heat and thus lose carbon to the atmosphere as a result of
the solubility pump (Gruber et al., 2009). For example, water masses that are subducted to the
thermocline depth in the relatively cold Southern Ocean, i.e., AAIW and SAMW, are upwelled to
the surface in the very warm equatorial regions leading to substantial release of carbon due to a
lower solubility. These effects resulting from the solubility, especially in response to temperature
changes, can be as large as effects resulting from the soft-tissue pump or transport and mixing
of DIC to the surface. Consequently, in combination with surface ocean physical or biological
processes, ocean transport and mixing can effectively remove DIC and also dissolved organic
carbon from the surface ocean (Figure 1.4).

The sum of all physical and biogeochemical effects on the air–sea CO2 flux as displayed in
Figure 1.4 is referred to as gas-exchange pump (Sarmiento and Gruber, 2006). Often the single
contributions of each pump strongly oppose each other leading to a small net gas-exchange. For
example, in a natural system (without anthropogenic influence), the upwelling in the Southern
Ocean leads to an over-saturation of the seawater partial pressure of CO2 (pCO2) with respect to
the atmosphere and thus to an out-gassing of CO2 from the surface ocean (Figure 1.4; Mikaloff
Fletcher et al., 2007; Gruber et al., 2009). This effect is partly compensated by a change in
solubility due to the surface cooling and freshening and by biological productivity (Takahashi
et al., 2002; Wang and Moore, 2012; Dufour et al., 2013; Hauck et al., 2013). The latter two
effects become stronger towards lower latitudes of the Southern Ocean, gradually changing the
surface ocean from a net source to a net sink of CO2 (Mikaloff Fletcher et al., 2007; Gruber et al.,
2009; Takahashi et al., 2009). In a natural (i.e., unperturbed) system, carbon is released from
the ocean to the atmosphere in the Southern Ocean and in equatorial regions and taken up by the
ocean in mid-latitudes and high northern latitudes (Mikaloff Fletcher et al., 2007; Gruber et al.,
2009).

The spatial and temporal variations of the air–sea exchange mainly depend on the variations
of the surface ocean pCO2 since CO2 in the atmosphere is well-mixed and thus rather uniform.
Yet, the ultimate flux not only depends on the pCO2 gradient but is also determined by the gas
transfer coefficient, which depends on the wind speed and sea-ice concentration (Wanninkhof and
McGillis, 1999; Butterworth and Miller, 2016). In order for the surface ocean pCO2 to equilibrate
with the atmosphere, it takes about six months to one year depending on the wind speed and the
thickness of the surface layer (Sarmiento and Gruber, 2006). Yet, on longer time scales than one
year the gradient in pCO2, and thus the surface ocean pCO2, dominates variations in the surface
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flux (Landschützer et al., 2015b). The human induced increase in atmospheric pCO2 offsets the
long-term balance between the ocean and the atmosphere, leading to an average under-saturation
of the surface ocean pCO2 with respect to the atmosphere, which is the primary driver for the
invasion of anthropogenic CO2 into the ocean (red in Figure 1.4; Gruber et al., 2004). Thus, the
larger the increase in the atmospheric pCO2 is, the larger is the uptake by the ocean.

In order to sustain the surface ocean under-saturation and the effectiveness of the ocean car-
bon uptake, the anthropogenic carbon needs to be removed from the ocean surface and exported
into the ocean interior. Recently, Bopp et al. (2015) suggested that vertical mixing is the major
pathway for anthropogenic CO2 to be exported from the surface ocean at the base of the mixed
layer—a process which accounts for about 65% of the total subduction in their model. These
results are overall consistent with findings by Dufour et al. (2013), who argue that vertical mix-
ing is the major component of the surface mixed layer carbon budget in the Southern Ocean.
However, below the surface mixed layer vertical mixing rapidly decreases, which would inhibit
the carbon to be subducted into deeper layers. Reconstructions of the invasion of anthropogenic
carbon into the subsurface ocean suggest that transport (i.e., advection) with NADW, AAIW and
SAMW provides a major pathway for anthropogenic carbon to intermediate depths (Sabine et al.,
2004; Mikaloff Fletcher et al., 2006; Gruber et al., 2009; Khatiwala et al., 2013). Thus, both ver-
tical mixing and transport are likely critical components for the ocean uptake of anthropogenic
CO2 (red in Figure 1.4). Due to inhibited gas exchange by sea ice and dilution with deep water,
AABW contains comparably little anthropogenic carbon, despite large formation rates (Poisson
and Chen, 1987).

As I described earlier (section 1.2.1), the typical time-scale for subduction of surface waters is
of the order of several years to decades, whereas the time-scale associated with the gas-exchange
is much shorter. Thus, the ocean transport and mixing is the rate limiting factor for anthropogenic
carbon uptake (Sarmiento et al., 1992). Without these subduction mechanisms, the ocean carbon
sink would saturate in the long-term and the rate of uptake would slow down. Global model
simulations show that the deep ocean ventilation through mixing and transport is reduced in a
warming climate. Broecker (1997), and Stocker and Schmittner (1997) suggest that a decrease in
the overturning circulation in the North Atlantic with global warming reduces the anthropogenic
CO2 uptake and amplifies global warming. For the Southern Ocean, Manabe and Stouffer (1993)
and Sarmiento et al. (1998) suggest that an increased vertical density stratification strongly re-
duces the subduction of anthropogenic CO2 due to increased warming and surface freshening,
acting as a positive feedback on global warming (see also section 1.4).

A change in ocean mixing and transport would not only affect the subduction of anthro-
pogenic CO2 but could also alter the upwelling of DIC-rich waters in the Southern Ocean and
thus alter the natural carbon cycle (Le Quéré et al., 2007; Pérez et al., 2013). A decrease in up-
ward mixing and transport with global warming due to increased stratification would thus lead to
a decrease in natural surface DIC, allowing the ocean to take up more CO2 from the atmosphere.



1.2. The importance of ocean circulation for global climate: A Southern Ocean perspective 13

Such a natural negative feedback on the upwelling could outweigh the positive feedback on the
subduction rates, especially on shorter time scales of a few decades (Gruber et al., 2004). Be-
cause these two contrasting feedbacks associated with ocean mixing and transport are probably
the strongest feedbacks between global warming and the carbon cycle in the long-term (Gruber
et al., 2004) and their exact magnitude in projections with global climate models is still rather
uncertain (Orr et al., 2001; Doney et al., 2004; Majkut et al., 2014; Kessler and Tjiputra, 2016),
it is critical to better understand Southern Ocean circulation and stratification changes that are
associated with a warming climate. Several other feedbacks may alter the long-term diminution
of anthropogenic CO2 in the ocean. An obvious positive feedback is related to a change in the
solubility pump. The solubility of CO2 in the surface ocean would decrease in a warming climate,
leading to a reduction in the uptake. Other feedbacks include changes in the ocean chemistry and
biology, which are discussed in detail by Gruber et al. (2004).

1.2.3 Ocean heat uptake

Due to its high heat capacity, the ocean buffers short-term fluctuations in the surface temperature
and acts as an important regulator for the surface climate. Through the ocean circulation it re-
distributes the heat around the globe (Talley, 2003)—sometimes also in unexpected ways. The
largest ocean heat gain occurs in the tropics, where the surface receives the largest amount of
radiation, and the largest heat loss occurs in the high latitudes. However, surprisingly most of
the heat is lost from the surface ocean in the high-latitude northern hemisphere (Ganachaud and
Wunsch, 2000; Stammer et al., 2004), even though a much larger surface ocean area is exposed to
the colder atmosphere in the southern hemisphere high-latitudes. This paradox can be explained
through the ocean circulation. The heat that is gained in the tropics is mostly transport northward
with the surface ocean currents (MacDonald and Wunsch, 1996; Ganachaud and Wunsch, 2000;
Trenberth et al., 2001). After losing a large amount of heat to the atmosphere, NADW sinks in
the north Atlantic and is transported southward at depth. On its way, it diffuses some of the heat
in the deep ocean. In the Southern Ocean these water masses surface south of the Polar Front
(PF), where surface temperatures are substantially colder than the temperature of NADW. Thus,
a portion of the heat that these water masses originally gained in the tropics is also lost in the
Southern Ocean surface waters. However, this heat has not been transported to the high-latitude
Southern Ocean directly by surface waters, but by taking a detour through the North Atlantic and
the deep ocean.

In the Southern Ocean, a fraction of the upwelled waters experiences a very large heat loss
close to the Antarctic coast where the surface water is exposed to a very cold atmosphere in open
water areas in the sea ice, called coastal polynyas. This heat loss leads to the formation of the
densest and deepest water mass globally: the AABW (Jacobs et al., 1985; Orsi et al., 1999; Ja-
cobs, 2004). Even though the rate of heat loss in the Antarctic coastal polynyas is very high, the
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surface area through which the heat loss occurs is rather small. In the other high-latitude areas,
heat exchange is largely inhibited by the presence of sea ice, which acts as an isolating layer be-
tween the ocean and the atmosphere (Maykut and Untersteiner, 1971). Thus, the total amount of
heat lost to the atmosphere is much larger when transforming the warm surface waters from low
latitudes to NADW then when transforming NADW to AABW. Another fraction of the upwelled
deep waters in the Southern Ocean is transported northward. At first, they lose heat to the atmo-
sphere. However, after crossing the PF, they start gaining heat again as the atmosphere becomes
warmer than the ocean surface towards lower latitudes. Until they are subducted as AAIW and
SAMW, these waters take up a substantial amount of heat and transport it to intermediate depths.
In consequence, apart from the tropical regions, this region of AAIW and SAMW subduction is
the second most important region for surface ocean heat gain (Stammer et al., 2003, 2004).

Changes in this heat redistribution through changes in ocean circulation could critically affect
the global climate especially in the northern hemisphere where the largest meridional heat trans-
port occurs. For example, it has been suggested that changes in the Atlantic Meridional Overturn-
ing Circulation (AMOC) are responsible for several abrupt changes in the northern hemisphere
surface temperatures (Clark et al., 2002; Rahmstorf, 2002). Similarly, a slowdown of the AMOC
with global warming could actually lead to reduced sub-polar cooling in the northern hemisphere
(Rahmstorf et al., 2015).

While changes in the meridional heat transport affect the regional climate, the vertical trans-
port of heat into the deep ocean can effectively delay the man-made surface warming globally.
About 90% of the excess heat in the Earth’s climate system since the 1950s went into heating
the ocean (Levitus et al., 2001, 2012). Roemmich et al. (2012) suggest that even before that time
the ocean took up excess heat at a similar rate. Thus, without this heat uptake through the ocean
the global surface warming would have been substantially larger (Stocker, 2015). This uptake of
heat by the global ocean has been increasing in concert with the global surface temperatures with
about half of the total uptake occurring over the last two decades (Gleckler et al., 2016).

Similarly to the invasion of the anthropogenic CO2 into the sub-surface ocean (section 1.1),
the heat enters the ocean through the subduction of water masses from the surface. This subduc-
tion of heat seems to be dominated by the Southern Ocean (Durack et al., 2014; Roemmich et al.,
2015; Frölicher et al., 2015; Cummins et al., 2016). Global climate models suggest that about
75% of the total global heat uptake since pre-industrial time occurred in this region (Frölicher
et al., 2015). This uptake is largely driven by a subduction and northward transport of the heat by
AAIW and SAMW (Cummins et al., 2016; Morrison et al., 2016). However, models also show
a very large spread of the rate and patterns of subduction, which is a major concern for reducing
uncertainties in projected future global warming (Boé et al., 2009; Cheng et al., 2016; Frölicher
et al., 2015). Changes have not only occurred in relation to the subduction of AAIW and SAMW,
but also the abyssal Southern Ocean (AABW) shows a long-term warming over recent decades
(Purkey and Johnson, 2013). Overall, a potential future change in subduction of excess heat in
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the Southern Ocean through changes in mixing and transport could critically accelerate or delay
global warming in the future. Consequently, it is an urgent matter to reduce the uncertainty in
projections with global climate models by understanding the mechanisms that lead to changes in
mixing, transport, and air–sea fluxes.
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1.3 Upwelling & subduction in the Southern Ocean

In the discussion on the role of ocean circulation for the ocean carbon and heat uptake in section
1.2, I illustrated the major importance of the upwelling and subduction for long-term changes in
the climate system, both from a perspective of natural variability and the anthropogenic perturba-
tion of the climate system. I also highlighted that most of the global ocean is ventilated through
the Southern Ocean. Assuming that this ventilation happens mostly through the surface waters
(upper 100 m) in an area south of a region somewhere between the SAF and STF (Figure 1.5),
one obtains a residence time of about 3 to 6 years (using a total formation rate of all water masses
of about 40 Sverdrup (Sv) = 40 · 106 m3 s�1 (Talley, 2013)). However, much of the upwelling
and subduction is not uniform but much more localized, e.g., to the region of Drake Passage, and
depends on surface mixing and advection processes (Sallée et al., 2010a). A potentially smaller
surface area through which ventilation typically occurs would imply a much shorter residence
time that might even be less than a year (Viglione and Thompson, 2016). During this time, the
water masses exchange heat, freshwater, and dissolved constituents with the atmosphere, the sea
ice, and the land ice. The signature that is imprinted by this exchange is then carried to the sub-
surface (Iudicone et al., 2011). I will discuss the processes leading to this enormous turn-over
rate in the Southern Ocean in section 1.3.1 and the special role of surface freshwater fluxes that
are the focus of my thesis in section 1.3.2.

1.3.1 Circulation & water masses

The Southern Ocean connects the three major global ocean basins, namely the Pacific, Atlantic,
and Indian Ocean (Figure 1.5). The exchange rate between the Pacific and the Atlantic through the
Southern Ocean (Drake Passage) amounts to a net eastward transport of about 140 Sv (Meredith
et al., 2011b; Naveira Garabato et al., 2014; Koenig et al., 2014) and the one between the In-
dian Ocean and the Pacific (south of Australia) to about 150 Sv (Ganachaud and Wunsch, 2000;
Naveira Garabato et al., 2014). This vast inter-basin exchange opposes a very weak exchange
north of the Southern Ocean of about 10 Sv in the Indonesian Throughflow and about 1 Sv
through the Bering Strait (Ganachaud and Wunsch, 2000; Stammer et al., 2003).

The strong and deep-reaching eastward transport of water in the Southern Ocean is repre-
sented by the Antarctic Circumpolar Current (ACC), which consists of several filaments of peak
transport (Sokolov and Rintoul, 2009a, see Figure 1.5). These jets are associated with frontal
regions of strong across-flow gradients in ocean properties, particularly in temperature, that are
traditionally divided into the southern ACC front, the Polar Front (PF), and the Subantarctic Front
(SAF; Orsi et al., 1995; Rintoul and Naveira Garabato, 2013). The dynamics of this current are
rather complex and differ from other ocean currents. Its zonal transport is mainly set up by a
meridional density gradient that is induced by Ekman divergence in the south of the ACC and
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the surface buoyancy forcing (Olbers et al., 2004; Hogg, 2010). The resulting horizontal density
gradient at each geopotential level leads to a geostrophic flow to the east. The direct eastward mo-
mentum forcing by the wind only plays a minor role. Standing and transient eddies transfer the
zonal momentum to the ocean floor, where it is thought to be compensated by bottom form stress.
These mesoscale eddies form from baroclinic instabilities of the zonal flow and act not only to
transfer momentum to depth but also to exchange heat and tracers in a meridional direction across
the frontal region and the ACC (Dufour et al., 2015; Frenger et al., 2015), which shield the high-
latitude and thus the deep ocean from the low-latitude surface ocean. This meridional exchange
and thus the dynamics of the ACC are closely linked to the meridional overturning circulation in
the Southern Ocean. Yet, the total ACC transport seems not to be very sensitive to changes in the
surface wind stress as well as to changes in the eddy field (Meredith et al., 2004; Böning et al.,
2008), as the energy of an increased momentum flux almost entirely propagates to the mesoscale
rather than increasing the mean flow; a process which is known as eddy saturation (Hallberg and
Gnanadesikan, 2006; Meredith and Hogg, 2006; Meredith et al., 2012).

The isopycnal surfaces in the Southern Ocean ascend towards the pole (Figure 1.5). This as-
cent results from a combination of surface wind and buoyancy forcing (Rintoul and Naveira Gara-
bato, 2013). Strong westerly winds drive water masses to the north at the surface through Ekman
transport, leading to a divergence south of the maximum wind stress and to a convergence north
of the maximum wind stress. The surface divergence south of the PF leads to upwelling of waters
from below and lifts the isopycnal surfaces (Toggweiler and Samuels, 1993; Döös and Webb,
1994; Toggweiler and Samuels, 1995; Gnanadesikan, 1999). The northward Ekman transport to
the north is balanced by a southward transport in the deep ocean. By analyzing hydrographic data
from the Southern Ocean, Sverdrup (1933) and Deacon (1937) already noticed the existence of
such a wind-driven upper circulation cell. More recently, surface buoyancy forcing was found
to critically contribute to this overturning circulation as well (Speer et al., 2000; Marshall and
Radko, 2003; Olbers et al., 2004; Morrison et al., 2011). As the upwelled waters are transported
to lower latitudes at the surface, buoyancy is gained due to a net surface warming and freshening,
making these waters lighter. This meridional gradient in the buoyancy forcing results in a merid-
ional density gradient in the ocean, which is reflected by the upward tilt of the isopycnal surface
from north to south. Model simulations show that a substantial fraction of the upper overturning
cell can be attributed to this buoyancy gain (Olbers et al., 2004; Morrison et al., 2011). While the
surface momentum and buoyancy forcing act to steepen the isopycnals, the eddy field that results
from the baroclinic instabilities flattens them through a net southward transport of heat and thus
density. This eddy-induced transport counter-acts the mean wind- and buoyancy-driven transport,
resulting in residual overturning circulation with a more complex vertical structure (Karsten et al.,
2002; Marshall and Radko, 2003; Marshall and Speer, 2012). While most of the mean transport
occurs at the surface and in the deep ocean, the eddy-induced transport acts at the surface and
intermediate depth. Therefore, in contrast to the ACC transport, it has been shown that the mag-
nitude and structure of the meridional overturning circulation is sensitive to changes in the wind
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stress and the eddy field (Meredith et al., 2012).

Close to the Antarctic coast, strong easterly winds drive the westward transport of the Antarc-
tic Coastal Current (Fahrbach et al., 1992; Schröder and Fahrbach, 1999; Dong et al., 2016, blue in
Figure 1.5). The peak transport occurs at the continental shelf break and is associated with strong
gradients in temperature and tracers, referred to as the Antarctic Slope Front (Jacobs, 1991). The
easterly winds also drive an onshore surface Ekman transport and a subsurface eddy-induced
transport of warmer deep waters onto the continental shelf (Ito and Marshall, 2008; Stewart and
Thompson, 2013; Thompson et al., 2014). The waters that are upwelled to the Antarctic Surface
Waters (AASW) and transported southward onto the continental shelf lose buoyancy through
cooling making these waters much denser. After a complex modification of the water masses
along the Antarctic coast, which involves interaction with the sea ice, land ice, and atmosphere
(Orsi et al., 1999, 2002; Jacobs, 2004; Snow et al., 2016), these dense shelf waters mix with
NADW and CDW and flow northward following the ocean floor as AABW. This return flow
compensates for the onshore convergence created by the combined southward Ekman and eddy
transport above. This overturning circulation forms the lower circulation cell in the Southern
Ocean, which is responsible for ventilating large parts of the abyssal global ocean.

In a zonal mean, upwelling and subduction form together a double-celled meridional over-
turning circulation in the Southern Ocean (Gordon, 1986b; Sloyan and Rintoul, 2001b; Lumpkin
and Speer, 2007; Marshall and Speer, 2012, see Figure 1.5). The upper cell is associated with a
buoyancy gain and the lower cell with a buoyancy loss with respect to the upwelled water masses
(Speer et al., 2000). The ratio between the amount of the upwelled water that enters the upper
cell to feed the low latitude thermocline versus the amount that enters the lower cell to be sub-
ducted to the abyssal ocean essentially depends on the processes acting on the Southern Ocean
surface waters south of the SAF, i.e. in the Polar Frontal Zone and the Antarctic Zone. In the
interior ocean within the Southern Ocean and at lower latitudes the upper and lower circulation
cells are eventually connected through diapycnal mixing processes between AABW and NADW
in the Atlantic and between AABW and CDW in the Pacific and Indian Ocean (Gordon, 1986b;
Talley, 2013). Gordon (1986b) estimated that the lower and upper cells are associated with an
overturning of about 30 Sv and 20 Sv, respectively. These estimates broadly agree with newer,
more confined estimates by Talley (2013), who estimates a net AABW formation of about 29 Sv
and a net AAIW and SAMW formation of about 13 Sv. Estimates in literature range between 12
Sv and 21 Sv for the transformation from upwelling waters to AAIW and SAMW and between
10 Sv to 50 Sv for the transformation of NADW and CDW to AABW (Rintoul and Naveira
Garabato, 2013, and references therein). Part of the large uncertainty associated with the lower
cell stems from the uncertainty in the rate of mixing and entrainment of NADW and CDW into
AABW (Rintoul and Naveira Garabato, 2013).

The meridional overturning circulation arising from the zonal mean consists in reality of
large circumpolar variations of upwelling and subduction. AABW is predominantly formed in
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Figure 1.5 Southern Ocean circulation, water masses, and stratification: The top shows the
main fronts (STF: Subtropical front, SAF: Subantarctic Front, PF: Polar Front, SACCF: Southern
ACC Front; white; Orsi et al., 1995), the Antarctic Circumpolar Current (ACC; red), the Antarc-
tic Coastal Current (blue), the winter sea-ice extent (September; gray), and ocean velocity (back-
ground). The left cross-section shows the mean Atlantic conservative temperature and the right
cross-section the mean Pacific absolute salinity (Ingleby and Huddleston, 2007). The white con-
tours show the corresponding isopycnals (from top to bottom: �0 = 25.8, �0 = 26.6, �0 = 27.4,
�0 = 27.8, � = 28.27). The black arrows in the cross-sections schematically illustrate the overturn-
ing circulation and water masses (AABW: Antarctic Bottom Water, NADW: North Atlantic Deep
Water, CDW: Circumpolar Deep Water, AAIW: Antarctic Intermediate Water, SAMW: Subantarctic
Mode Water).

the high-latitude embayments of the Weddell and Ross Seas, and along the Adélie coast (Orsi
et al., 1999; Jacobs, 2004; Williams et al., 2010), but other formation sides around the Antarctic
continent have been identified as well (e.g. Ohshima et al., 2013). AABW forms from NADW
and denser CDW classes, because they upwell further south than the lighter CDWs from the
Pacific and Indian Ocean (Talley, 2013). NADW that enters the Southern Ocean in the Atlantic
basin is not transported directly into the high-latitude Atlantic but is, instead, circulated around
the Southern Ocean with the ACC until it surfaces close to the continental shelf (pers. comm. L.
Talley and J. Sarmiento).
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Lighter CDW, referred to as Upper Circumpolar Deep Water (UCDW), returns to the South-
ern Ocean from the Pacific and Indian Ocean and lies above the NADW and Lower Circumpolar
Deep Water (LCDW). Therefore, it upwells further north, in the region between the seasonal sea-
ice zone and the Polar Front. However, upwelling of UCDW into the AASW occurs not uniformly
in time and space and depends on topographic features, eddy-induced mixing, local Ekman diver-
gence, and surface mixed-layer processes (Morrison et al., 2011; Sallée et al., 2010a). Very little
is currently known on the actual upwelling processes, magnitude, and variability. Large parts of
the upwelled water masses are subducted again as AAIW, which forms south of the SAF, after
being transformed by surface buoyancy fluxes during the northward transport. Strong mixing
and cabbeling are important components of this AAIW formation process (Iudicone et al., 2008,
2011; Urakawa and Hasumi, 2012). It occurs predominately in the south-eastern Pacific and
south-western Atlantic (England et al., 1993; Talley, 1996; Sloyan and Rintoul, 2001a; Saenko
et al., 2003; Iudicone et al., 2007; Sallée et al., 2010a; Hartin et al., 2011). Thus, AAIW is im-
printed by the buoyancy forcing further downstream in the South Pacific where the water masses
considerably freshen, resulting in a pronounced salinity minimum at intermediate depth north of
the SAF (England et al., 1993; Iudicone et al., 2007; Hartin et al., 2011). Another fraction of
the the upwelled waters is transported across the SAF at the surface layers by northward Ekman
transport. In this Subantarctic Zone between the Subtropical Front (STF) and the SAF, SAMW
forms through a convergence of waters from the north (Subtropical waters) and south (Iudicone
et al., 2008, 2011; Cerovečki and Mazloff, 2016). The subduction of SAMW occurs mostly over
large parts of the Pacific sector and in the south-eastern Indian Ocean (Sallée et al., 2010a).

1.3.2 Stratification & surface freshwater fluxes

The close connection between the deep ocean and surface waters in the Southern Ocean arises
mainly from the relatively low vertical density stratification. Whereas the low latitudes are
strongly stratified by temperature (thermocline), surface cooling of the polar ocean induces stat-
ically unstable conditions. However, a strong supply of freshwater to this region counteracts the
destabilizing temperature effects by lightening the Southern Ocean surface waters. As the polar
ocean’s temperature is close to the freezing point, the contribution of the vertical temperature
structure to the density stratification is drastically reduced and the salinity structure dominates
the surface ocean stratification. This effect is owing to a non-linear dependence of the seawater
density on temperature and salinity (Haug et al., 1999; Sigman et al., 2004). A typical vertical
profile in the high-latitude Southern Ocean (south of the Polar Front) is characterized by a very
fresh surface layer that is warm in summer and cold in winter (upper 50 m to 100 m). As the cold
winter temperatures destabilize the water column, the surface waters mix deeper. The resulting
cold sub-surface temperature minimum that arises in the annual mean profile is referred to as
Winter Water (WW). This layer is slightly more saline than the surface water but still fresher than
the underlying deep water. Below the WW both salinity and temperature considerably increase
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(halocline) as one enters the upwelling deep waters (Gordon and Huber, 1984, 1990; Gordon,
1991; Martinson, 1990, 1991). Thus, unlike most of the global ocean, the high-latitude Southern
Ocean’s vertical stability is dominated by the salinity profile and with a marginally stable density
stratification.

Because the marginal stability of the Southern Ocean surface waters is driven by salinity,
changes in surface freshwater fluxes might implicate crucial changes in its vertical stability and,
consequently, its overturning circulation, mixed layer depth, and water masses. Therefore, I will
focus on the buoyancy forcings induced by freshwater fluxes and their effects on stratification and
overturning circulation in this thesis. Surface freshwater fluxes in the Southern Ocean consist of
atmospheric freshwater fluxes from evaporation (E) and precipitation (P), glacial meltwater fluxes
from the Antarctic continent that are induced either by under ice-shelf melting or by ice-berg
calving, and freshwater fluxes from the formation, transport, and melting of sea ice. Additionally,
freshwater in the ocean is redistributed through ocean circulation and mixing.

The net atmospheric flux (P�E) is a freshwater source for the ocean almost everywhere over
the Southern Ocean as precipitation exceeds evaporation. It is generally high north of 60�S and
decreases towards the continent. An exception, however, is the south-east Pacific where fluxes
increase towards the coastal regions of the Bellingshausen and Amundsen Seas, specifically at the
western coast of the Antarctic Peninsula (Tietäväinen and Vihma, 2008). This zonal asymmetry in
the atmospheric freshwater flux is caused by a spiraling of the freshwater distribution from more
northern latitudes in the western Atlantic towards more southern latitudes in the eastern Pacific.
Papritz et al. (2014) show that this pattern stems from the strong precipitation that is associated
with extra-tropical cyclones and fronts that move along a spiraling storm-track. Atmospheric
freshwater supply is lowest in the southern Ross and Weddell Seas due to a large influence of dry
and cold continental air-masses from Antarctica. As a consequence, from an ocean perspective,
most coastal regions experience only a small buoyancy gain from atmospheric freshwater, and the
positive buoyancy forcing in regions of the PF and further north is substantial. While the patterns
of the atmospheric freshwater fluxes over the Southern Ocean are understood rather well, the
exact magnitude of these fluxes is highly uncertain and varies strongly among different reanalysis
products (Bromwich et al., 2011; Nicolas and Bromwich, 2011).

The overall net accumulation of freshwater over the Antarctic continent (about 2’600 Gt per
year or 82 mSv; Lenaerts et al., 2016) is balanced by freshwater input into the Southern Ocean
in coastal regions either through under ice shelf melt or calving of ice bergs (about 2’780 Gt per
year or 88 mSv; Depoorter et al., 2013; Rignot et al., 2013). An imbalance exists between the
total melting and the accumulation due to increased grounding line fluxes (Rignot et al., 2008;
Shepherd et al., 2012) over recent decades. The largest basal ice-shelf melting fluxes are found
along the coasts of the Bellingshausen and Amundsen Seas where the continental shelf is narrow
and the relatively warm CDW intrudes on the shelf (Martinson and McKee, 2012; Cook et al.,
2016). Only very little freshwater is added overall to the ocean by surface runoff, since temper-
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atures are too cold at the ice-shelf surface. However, this process might be important locally or
also on larger scales under a warming future climate. Roughly half of the total freshwater input
from the ice sheet to the Southern Ocean occurs through ice-berg melting (Depoorter et al., 2013;
Rignot et al., 2013). These icebergs are typically transported westward with the coastal current
and only about 40% of them drift to lower latitudes (Silva et al., 2006). The combined effect
of basal melting and iceberg melting provide a major source of freshwater to the coastal region
affecting sea-ice and AABW formation (Hellmer, 2004; Martin and Adcroft, 2010; Stössel et al.,
2015; Merino et al., 2016).

The seasonal cycle of melting and freezing of the surface ocean redistributes freshwater verti-
cally in the sea-ice covered regions. In winter-time, the colder and more saline waters induced by
the brine rejection are heavier and mix deeper in the water column than the fresher and warmer
summer-time waters. In the course of several seasonal cycles this process can lead to a stable
vertical salinity stratification (Martinson et al., 1981; Goosse and Zunz, 2014). Such a process
was suggested to be an important contributor to the characteristic haloclines in both the north-
ern (Aagaard et al., 1981; Aagaard and Carmack, 1989) and southern high latitudes (Martinson
et al., 1981; Fahrbach et al., 1994; Goosse et al., 1999; Goosse and Zunz, 2014), yet observa-
tional evidence is sparse. A first attempt to derive basin-wide freshwater fluxes from sea ice to
the ocean is provided by Tamura et al. (2011), using atmospheric re-analysis data. They conclude
that the sea-ice fluxes might exceed regionally the atmospheric flux by one order of magnitude
and that, in coastal regions, it is slightly larger than the glacial melt water flux. However, a lack
of observational data to constrain these products as well as their methodology induce a very large
uncertainty. More recently, Abernathey et al. (2016) also suggest such a dominance of the sea-ice
freshwater fluxes in the surface freshwater balance by assimilating ocean observational data with
an ocean circulation model.

Sea ice in the Southern Ocean is very dynamic and a strong drift of the thin seasonal sea ice
occurs all around the Antarctic continent as a response to the southerly and easterly winds, and
ocean currents. Along East Antarctica and the southern coast of the Bellingshausen and Amund-
sen Seas, easterly winds drive the sea ice along the continent with a small on-shore component
due to the Ekman drift. In the Weddell and Ross Seas, however, it is exported northward due to
southerly winds and the cyclonicity of the gyres (Emery et al., 1997; Haumann, 2011). It forms
in the coastal polynya regions affecting AABW formation by brine rejection (Jacobs et al., 1985;
Zwally et al., 1985; Toggweiler and Samuels, 1995; Duffy and Caldeira, 1997; Duffy et al., 1999).
After being transported to the north, it melts along the ice edge adding freshwater to the surface
ocean. This freshwater redistribution could considerably affect the stratification and upwelling
north of the continental shelf, as well as the occurrence of open ocean convection (Gordon and
Taylor, 1975; Martinson, 1991; Fahrbach et al., 1994; Timmermann et al., 2001). It is not only this
local effect that might be important, but it might also considerably influence AAIW and SAMW
through cross-frontal Ekman and eddy transport of freshwater (Rintoul and England, 2002). In
fact, numerous modeling studies suggested that AAIW, SAMW and AABW could only be repre-
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sented quasi-realistically in models if they included the meridional transport of sea ice (England,
1992; Saenko and Weaver, 2001; Saenko et al., 2002; Komuro and Hasumi, 2003; Santoso and
England, 2004; Ogura, 2004; Kirkman and Bitz, 2011; Abernathey et al., 2016). However, in
many current global climate models this process is not well represented (England, 1992; Uotila
et al., 2014; Lecomte et al., 2016), providing a potential contribution to their large biases in the
Southern Ocean water-mass structure (Downes et al., 2010, 2011; Heuzé et al., 2013, 2015; Sallée
et al., 2013b).

The net freshwater input over the Southern Ocean is balanced by a northward export of fresh-
water by AAIW and SAMW, a southward salt flux with the mean circulation (Wijffels, 2001;
Talley, 2008), and a southward eddy flux (Meijers et al., 2007). Actually, the largest global
meridional freshwater transport by the ocean occurs between the Southern Ocean and the south-
ern hemisphere subtropics (Stammer et al., 2004). Interestingly, this is opposite to the meridional
heat transport that is dominated by the northern hemisphere (section 1.2.3). This large redistri-
bution of the freshwater with the ocean circulation is represented by a large tongue of minimum
salinity at intermediate depth, a key characteristic of AAIW and SAMW.

Multiple studies show that the freshwater fluxes and their partitioning are strongly variable
in space and time. Timmermann et al. (2001) suggest that the sea-ice freshwater export from the
south-western Weddell Sea is almost twice as large as the atmospheric flux and that it balances
the inflow of freshwater from the atmosphere, glacial melt water, and oceanic advection. Using
�18O and salinity, Jacobs et al. (1985) argue that these different freshwater components indeed
tend to balance in the high-latitude embayments of the Ross and Weddell Seas. Meredith et al.
(2013) use �18O and salinity measurements along the west coast of the Antarctic Peninsula and
found that the net atmospheric and glacial waters are the dominant fluxes. In the open Southern
Ocean north the sea-ice edge, Ren et al. (2011) make a first attempt to derive a freshwater budget
for the mixed layer. They found that the sea-ice contribution is comparable to the ocean advection
and atmospheric fluxes. In sum, all these studies suggest that the cryospheric freshwater fluxes
from land or sea ice are critical to understand the freshwater balance of the Southern Ocean.

Each of the freshwater components is sensitive to changes in the surface climate. The net
atmospheric freshwater flux to the Southern Ocean is expected to increase in a warming climate
and decrease in a cooling climate (Trenberth et al., 2011; Durack et al., 2012; Knutti and Sedláček,
2013). Similarly, one expects glacial meltwater input to increase in a warming climate in the long-
term due to increased basal melting and break-ups of ice shelves (Golledge et al., 2015). With sea
ice this relation seems more difficult: a warming surface climate potentially reduces the amount
of sea-ice formation and a retreat of the northern ice edge. This could lead to a reduction in both
the vertical and horizontal salinity distribution in the ocean. The latter effect is complicated by the
role of changes in surface winds in redistributing the sea ice around the Antarctic continent. Thus,
there are probably compensating effects between the freshwater fluxes in a warming climate, with
potentially increasing atmospheric and glacial freshwater fluxes and hypothetically decreasing
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sea-ice freshwater fluxes. These effects could be additionally complicated by regional variations
in the warming of the surface climate (see section 1.4.1).

To date, there is no consensus either on the total magnitude of the surface freshwater fluxes
over the Southern Ocean, on the contribution of each freshwater flux component, or on their spa-
tial and temporal variations (Speer et al., 2012; Bourassa et al., 2013). This gap of knowledge is
mostly owing to sparse observations in this region, providing a major limitation to our understand-
ing of Southern Ocean surface processes and hinders the improvement of current global climate
models. The representation of the Southern Ocean water mass structure and circulation is very
sensitive to the surface freshwater fluxes and the vertical mixing of freshwater (England, 1992;
Timmermann and Beckmann, 2004; Kjellsson et al., 2015; Stössel et al., 2015). Gordon (2016)
argues that in the near future advances in satellite-based estimates of the ocean sea-surface salin-
ity will greatly improve our understanding of the magnitude and variability of freshwater fluxes.
However, in order to distinguish the contributions of the different sources, other methods will be
required.
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1.4 Recent changes in the Southern Ocean

The previous sections of this chapter illustrated that upwelling and subduction in the Southern
Ocean might change in response to changes in the surface forcing on time scales of decades to
centuries, and even glacial cycles, with important implications for the global climate. Therefore,
it is extremely important to better understand the response of the Southern Ocean to changes in
the surface forcing. For this purpose, I will focus in this thesis on the most recent changes, as
these changes are much better constrained by observations as opposed to simulations of the past
and future with global climate models or past changes inferred from proxy data. This discussion
will reveal that many of the observed changes in the Southern Ocean and Antarctica are rather
surprising and puzzling in the context of a warming global climate. A better understanding of the
processes at work over recent decades will then help to better constrain past and future changes,
as I will outline at the end of this thesis (chapter 6). In this section, I will first describe recent
changes in the Southern Ocean surface climate (1.4.1), which will be followed by a discussion on
the impact of these changes on upwelling and subduction (1.4.2), and the carbon uptake (1.4.3).

1.4.1 Changes in the surface climate

One of the key features of changes in the Southern Ocean surface climate over recent decades
are changes in the atmospheric circulation. These changes are reflected in a reconstructed long-
term shift of the Southern Annular Mode (SAM) index to more positive phases (Marshall, 2003;
Abram et al., 2014). The SAM is largely measure of meridional gradients in sea-level pressure
and its recent increase thus reflects a strengthening of the zonal geostrophic winds close to the
surface. Model simulations consistently suggest that such an intensification and a poleward shift
of the westerly winds over the Southern Ocean is a response to stratospheric ozone depletion and
greenhouse gas increase (Arblaster and Meehl, 2006; Son et al., 2008; Thompson et al., 2011;
Lee and Feldstein, 2013).

While the SAM index provides a measure for zonal mean circulation changes in the atmo-
sphere, it does not allow to study zonal variations and spatial patterns in circulation changes.
However, atmospheric reanalysis suggests that these changes were asymmetric in a zonal direc-
tion (Turner et al., 2009; Bromwich et al., 2011; Haumann et al., 2014). This zonal asymmetry
incorporates a significant deepening of the Amundsen Sea Low (ASL), which induced a southerly
wind anomaly over the Ross and Amundsen Seas and a northerly wind anomaly in the Antarc-
tic Peninsula region and the adjacent ocean, mostly over the Bellingshausen Sea. At the same
time the deepening and expansion of the ASL induces a slight northward shift of the westerly
winds in the Pacific sector, while they moved southward in the other sectors. The influence of the
anthropogenic forcing on the observed ASL trend over recent decades has been debated. In clima-
tological mean state the circulation around the Antarctic continent is not perfectly annular either
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with large interannual to decadal variations in the zonal symmetry. Sea-level pressure variations
in the ASL region are associated with quasi-stationary, planetary wave-number 1 and 2 patterns
(van Loon and Jenne, 1972; Carril and Navarra, 2001; Yuan and Martinson, 2001; Turner et al.,
2016). Their variability is directly linked to changes in the tropical Pacific (Ding et al., 2011;
Schneider et al., 2012b; Meehl et al., 2016) and Atlantic (Li et al., 2014; Simpkins et al., 2014).
Thus, the observed long-term trend in the ASL could be related to multi-decadal variations in
the tropical Pacific and Atlantic (Li et al., 2014; Meehl et al., 2016), especially in light of the
prevailing La Niña conditions over the recent decade (Landschützer et al., 2015b). On the other
hand, the long-term decrease of the surface pressure in the ASL region is also consistent with
the anthropogenic forcing (Neff et al., 2008; Turner et al., 2009; Hosking et al., 2013; Haumann
et al., 2014; Raphael et al., 2016, see chapter A for a more in-depth discussion).

Both the zonally symmetric (i.e., westerly wind) and asymmetric (i.e., primarily meridional
wind) changes of the atmospheric circulation are considered the prime drivers of the observed
changes in the Southern Ocean and Antarctic surface climate over recent decades. As I will
describe in the remainder of this section, many of the observed changes can be linked to zonally
asymmetric changes in the atmospheric circulation.

Despite global warming, much of the high-latitude Southern Ocean surface has cooled during
the satellite era (since 1979), especially in the Pacific sector (Fan et al., 2014; Armour et al., 2016).
A series of very recent studies (Ferreira et al., 2015; Armour et al., 2016; Kostov et al., 2016;
Seviour et al., 2016) suggests that this cooling or delayed warming of the Southern Ocean surface
is an initial response of the sea-surface temperature (SST) to an increase in westerly winds. It is
proposed that these winds increase the northward transport of cold polar surface waters through
Ekman transport (Thompson et al., 2011). Yet, several other potential explanations exist. One
of them is that an increased surface ocean stratification that is observed over large regions in
the high-latitudes (de Lavergne et al., 2014) could inhibit the mixing of warmer CDW into the
surface layer and lead to a long-term cooling (Zhang, 2007; Bintanja et al., 2013; Goosse and
Zunz, 2014; Pauling et al., 2016). Another potential explanation is that the zonally asymmetric
circulation changes in the atmosphere lead to a more intense meridional exchange of heat between
the cold Antarctic continent and the warmer air over the open Southern Ocean, which would
effectively cool the open ocean region especially in the Pacific sector (Haumann, 2011; Papritz
et al., 2015; Landschützer et al., 2015b; Raphael et al., 2016). In addition, an expansion or retreat
of Antarctic sea ice in relation to changes in meridional winds induces positive ice–albedo and
surface heat flux feedbacks that lead to anomalies in the SST (Haumann et al., 2014). In summary,
the absence of recent decadal warming in large parts of the Southern Ocean surface has not yet
been fully understood, which is also owing to problems in global climate models to reproduce
these changes.

An absence of decadal warming has also been recorded over the Antarctic continent over
the satellite era (Jones et al., 2016; Smith and Polvani, 2016) and even since pre-industrial times
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(Abram et al., 2016; Smith and Polvani, 2016). However, a significant warming occurred along
the coastal regions of the Antarctic Peninsula, and the Bellingshausen and Amundsen Seas (Ja-
cobs et al., 2012; Schmidtko et al., 2014). This warming probably results from an increased
upwelling of CDW onto the continental shelf (Cook et al., 2016) leading to an accelerated melt-
ing of the ice shelves in this region (Pritchard et al., 2012; Paolo et al., 2015). The increased
upwelling of CDW onto the shelf can be directly linked to an increasing alongshore (mostly east-
erly) winds in this region (Spence et al., 2014), which are in turn part of an increasing cyclonic
atmospheric circulation in the ASL region.

Antarctic sea ice has been expanding moderately over the satellite era (Comiso and Nishio,
2008). This expansion is the result of multiple opposing regional trends, with an increasing sea-
ice cover mostly in the Ross Sea and decreasing sea-ice cover in the Antarctic Peninsula region
and the Bellingshausen and Amundsen Seas (Stammerjohn et al., 2008). These regional changes
have been related to regional changes in the meridional winds, with stronger southerly winds
pushing the sea-ice edge northward through increasing ice drift in the Ross Sea and stronger
northerly winds in the Antarctic Peninsula region advecting warmer maritime air masses that
melt the ice (Haumann, 2011; Holland and Kwok, 2012; Haumann et al., 2014). Thus, the ob-
served sea-ice changes can be directly related to zonally asymmetric changes in the atmospheric
circulation. The question whether or not these changes are a forced response or induced by multi-
decadal variability is directly linked to the question if the zonal asymmetry in the atmospheric
circulation is a forced response (Turner et al., 2009; Haumann et al., 2014; Hobbs et al., 2016).
Currently, it is not possible to confidently answer this question since not only the sign and pattern
of the forced response but also the magnitude and pattern of the natural variability in global cli-
mate models disagree with the observed changes (Haumann et al., 2014) and observed changes
seem to short to fully capture the natural variability of the system (Hobbs et al., 2016; Jones et al.,
2016). While the regional sea-ice cover indeed undergoes large decadal variations that superim-
pose a long-term trend (Haumann, 2011), a recent review by Hobbs et al. (2016) suggests that
regional trends over the satellite era in the Ross Sea exceed natural variability in all CMIP5 mod-
els in the warm season. This observation is confirmed by a most recent sea-ice reconstruction that
suggests that the increase in the sea-ice cover in the Ross Sea is unprecedented over the past three
centuries (Thomas and Abram, 2016). Thus, it is possible that there is an anthropogenic influence
on the recent sea-ice changes around Antarctica (Haumann et al., 2014).

The changes in the cryosphere, that I described above, induced pronounced changes in the
Southern Ocean freshwater balance. Large amounts of additional glacial meltwater entered the
coastal ocean of the Amundsen Sea over the last two decades (Sutterley et al., 2014; Paolo et al.,
2015), freshening the waters of the continental shelf in this region and in the Ross Sea (Jacobs
et al., 2002; Jacobs and Giulivi, 2010). Also the sea-ice changes potentially induce large changes
in the surface freshwater balance over large regions of the Southern Ocean coastal and open ocean.
However, this contribution has not been adequately quantified yet. Changes in the third surface
freshwater flux component, the atmospheric freshwater flux (P-E), are highly uncertain and most
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reliable estimates from atmospheric reanalysis do not show significant changes in the atmospheric
flux over the Southern Ocean (Bromwich et al., 2011; Nicolas and Bromwich, 2011). However,
simulations with global climate models suggest a long-term increase of the excess precipitation
over the Southern Ocean with global warming (Knutti and Sedláček, 2013), consistent with an
observed decrease in surface salinity over recent decades (Durack et al., 2012).

De Lavergne et al. (2014) suggest that the increased freshening observed over much of the
high-latitude Southern Ocean surface waters acted to increase the vertical density stratification.
This would imply a reduction in vertical mixing. However, the increased wind-driven mixing,
especially in the Polar Frontal Zone, could have acted to deepen the surface mixed layer (Sallée
et al., 2010b). Global climate models have generally large biases in the surface mixed-layer depth
and tend to simulate a shoaling that is associated with a surface warming (Sallée et al., 2013a).

1.4.2 Changes in ocean circulation & hydrography

In contrast to the surface ocean, much of the Southern Ocean subsurface waters have been warm-
ing over recent decades. This warming is most pronounced in the region of AAIW subduction
(Gille, 2002; Böning et al., 2008; Schmidtko and Johnson, 2012), suggesting an increased heat
uptake by AAIW that is expected with global warming (Cai et al., 2010; Armour et al., 2016).
In contrast, some of the warming has also been related to a potential poleward shift of the ACC
(Böning et al., 2008; Gille, 2008; Meijers et al., 2011). However, these shifts in the ACC can only
explain parts of the subsurface warming in the Atlantic and Indian Ocean sectors, as there are
strong regional variations similar to the atmospheric circulation changes (Sokolov and Rintoul,
2009b; Meijers et al., 2011). AAIW did not only warm, but it also significantly freshened over
recent decades, with most of the freshening occurring in the Pacific sector (Wong et al., 1999;
Böning et al., 2008; Helm et al., 2010; Schmidtko and Johnson, 2012). This freshening has been
attributed to changes in the atmospheric freshwater flux, even though simulated changes by global
climate models appear to be largely insufficient to explain the recent freshening of AAIW (Wong
et al., 1999; Helm et al., 2010).

An additional contribution to the subsurface warming and freshening might be an increased
subduction of AAIW and SAMW, even though such a contribution has been debated (Böning
et al., 2008). Observational evidence for changes in subduction rates has been very difficult to
obtain. Yet, using chlorofluorocarbon (CFC) and sulfur hexafluoride (SF6), Waugh et al. (2013)
and Waugh (2014) suggest an increase in AAIW and SAMW subduction due to an increase in
westerly winds. This finding is somewhat in conflict with the finding by Helm et al. (2011) that the
dissolved oxygen content in AAIW decreased, which could mean that the subduction decreased.
Thus, even though there is some evidence for changes in the overturning circulation, there is yet
no consensus.
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A warming and freshening is also present in the other major water mass that is subducted in
the Southern Ocean, AABW (Jullion et al., 2013; Purkey and Johnson, 2013). The freshening
of the AABW has been attributed to the increased glacial meltwater from the Antarctic continent
that freshens the continental shelf waters (Jacobs et al., 2002; Jacobs and Giulivi, 2010; Purkey
and Johnson, 2013; Nakayama et al., 2014). The source of the AABW warming has been less well
understood. One potential contribution might be the increased advection of warmer CDW onto
the shelf of the Bellingshausen and Amundsen Seas (Schmidtko et al., 2014; Spence et al., 2014).
However, AABW is not formed in this region, but rather in the high-latitude embayments of the
Weddell and Ross Seas. A more likely explanation is that AABW warming would be related to
changes in the gyre circulation or changes in the subduction rates (Meredith et al., 2011a). Using
CFCs and SF6, Purkey et al. (2016, Ocean Sciences Meeting) argue that AABW production in
the Ross Sea might have decreased. Such a decrease in AABW subduction might occur due to an
increased surface buoyancy from glacial meltwater (Williams et al., 2016).

While the potential of changes in Southern Ocean upwelling and subduction to modulate
the global climate in the long-term is renowned (sections 1.2 and 1.3), the driving processes
are less evident and have been a major incentive to explore the Southern Ocean. To date, two
prevailing views on these driving processes exist: A number of studies (Toggweiler and Samuels,
1995; Toggweiler et al., 2006; Russell et al., 2006; Toggweiler and Russell, 2008; Anderson et al.,
2009; Sigmond et al., 2011) put forward the theory that long-term changes in the vertical exchange
are largely induced by the wind-driven overturning circulation. However, at the dawn of high-
resolution ocean circulation models, the response of the overturning circulation to changes in the
surface wind field was found to be somewhat less sensitive, i.e. a higher southward eddy transport
compensates for at least part of the increased surface northward Ekman transport (Hallberg and
Gnanadesikan, 2006; Farneti et al., 2010; Meredith et al., 2012). Indeed, more recent studies
show that the eddy kinetic energy in the Southern Ocean increased with increasing winds over
recent decades (Hogg et al., 2015; Patara et al., 2016). Such an increased eddy activity could
potentially also increase the tracer transport through isopycnal mixing.

An alternative hypothesis is that the vertical mixing and transport in the Southern Ocean can
be altered by changes in the vertical density stratification (Hasselmann, 1991; Manabe and Stouf-
fer, 1993; Francois et al., 1997; Sarmiento et al., 1998; Sigman et al., 2004). More recently, this
theory found support by conceptual considerations and simple models that the vertical exchange
is sensitive to changes in the surface buoyancy fluxes, i.e., the alteration of the surface density
through surface heat and freshwater fluxes (Watson and Naveira Garabato, 2006; Morrison et al.,
2011; Ferrari et al., 2014; Watson et al., 2015; Sun et al., 2016). Since the density stratification
in the Southern Ocean is set up by salinity (section 1.3.2), there are reasonable grounds to be-
lieve that surface freshwater fluxes might be a critical controlling factor of changes in upwelling
and subduction in the Southern Ocean. Much of the discussion on the influence of changes in
surface buoyancy forcing has so far been around past or future changes, but given the potential
strong changes in the surface freshwater fluxes over recent decades (section 1.4.1), they might
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have influenced changes in upwelling and subduction over recent decades.

1.4.3 Carbon uptake changes

Ultimately, I turn the discussion of changes in the Southern Ocean to changes in the carbon
uptake. Due to the anthropogenic increase in atmospheric pCO2, the Southern Ocean turned from
a net carbon source to a net carbon sink (Hoppema, 2004; Gruber et al., 2009) with seasonal
outgassing of natural CO2 that is overcompensated by a seasonal uptake of anthropogenic CO2

(Hauck et al., 2013; Landschützer et al., 2014b). The subduction of CO2 with AAIW and SAMW
in the Southern Ocean is the most important sink for anthropogenic CO2 in the global ocean (see
Figure 1.1, and section 1.1.1). Multiple concerns have been raised that this sink could weaken
with global warming and could have weakened already over recent decades.

One concern is that an acceleration of the upper overturning cell in response to increasing
westerly winds could saturate the Southern Ocean carbon sink by upwelling more DIC-rich waters
into the surface layer. This argument arose from inverse estimates and modeling studies that
seemed to confirm a saturation of the carbon sink over past decades and the upcoming century due
to winds (Le Quéré et al., 2007; Lovenduski et al., 2007, 2008; Lovenduski and Ito, 2009; Lenton
et al., 2009, 2013; Hauck et al., 2013). Using a model of higher resolution, Dufour et al. (2013)
argue that about one third of the outgassing from enhanced Ekman pumping is compensated by
enhanced southward eddy transport. This value of eddy compensation might be even larger if
one used an even higher resolution than 0.5�. They further argue that it is actually not only the
response of the Ekman pumping that is important for enhanced outgassing under stronger winds
but even more so the enhanced mixing at the base of the mixed layer.

Very recent observational studies show that contrary to expectations, the Southern Ocean
carbon sink actually strengthened again over the last decade despite a continued strengthening of
the westerly winds (Fay et al., 2014; Landschützer et al., 2015b; Munro et al., 2015; Tagliabue and
Arrigo, 2016). These studies illustrate that the Southern Ocean carbon sink is much more complex
than previously thought. A first long-term observation-based estimate of surface CO2 fluxes over
the Southern Ocean by Landschützer et al. (2015b) shows that the carbon uptake undergoes a large
decadal variability with an apparent saturation in the 1990s and a strengthening in the 2000s.
They argue that this variability is induced by decadal changes in the zonal asymmetry of the
atmospheric circulation, which is consistent with decadal variations found in other variables of
the surface climate, such as temperature (Yuan and Yonekura, 2011; Yeo and Kim, 2015; Turner
et al., 2016), ACC transport (Meredith et al., 2004, 2011b), and water-mass formation (Santoso
and England, 2004; Naveira Garabato et al., 2009; Sallée et al., 2010a; Kwon, 2013). Yet another
interesting observation in the longer-term record of surface CO2 fluxes is that the Southern Ocean
carbon sink did not saturate over the past 30 years but actually increased its strength according to
what is expected from the increase of atmospheric pCO2 alone (Landschützer et al., 2015b). This
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raises the questions if other mechanisms are at work in the long-term that counter-act a potential
saturation due to increasing winds.

Another factor that could alter the carbon uptake by the Southern Ocean is a changing strati-
fication of the surface layer. Even before concerns regarding the effect of changes in winds were
raised, simulations with global climate models led to the concern that an increased stratification
due to a surface warming in the areas of the subduction could inhibit the uptake of anthropogenic
CO2 (Manabe and Stouffer, 1993; Sarmiento et al., 1998; Bernardello et al., 2014a,b). This reduc-
tion in the models occurs largely due to a stabilization of the surface mixed layer and an associ-
ated reduced mixing into the subsurface layers from where isopycnal transport could subduct the
carbon into deeper layers, i.e. an isolation of the surface layer from the outcropping isopycnals
(Caldeira and Duffy, 2000). This hypothesis is in stark contrast to the perception of changes in the
natural carbon cycle between glacial–interglacial cycles. It is thought that a warming climate dur-
ing deglaciations is associated with a decrease in stratification in the high-latitudes and that this
decreased stratification actually leads to an increased release of CO2 to the atmosphere rather than
an increased uptake (Francois et al., 1997; Toggweiler, 1999; Sigman and Boyle, 2000; Watson
and Naveira Garabato, 2006; Skinner et al., 2010).

The key difference between the two scenarios above is that the former is concerned with
changes in the uptake of anthropogenic CO2 from the atmosphere during the subduction process
and the latter with the release of CO2 to the atmosphere during the upwelling of DIC-rich waters.
Consequently, the essential question is where and when an increase in stratification occurs and if
the decrease in the outgassing or the decrease in the uptake dominates. Mikaloff Fletcher et al.
(2007) and Matear and Lenton (2008) conclude that a reduction in outgassing of natural CO2

would overwhelm the reduction in uptake of anthropogenic CO2 leading to a net strengthening
of the CO2 uptake by the Southern Ocean under increased stratification. Nevertheless, before
this question can be answered, one has to understand the factors that alter the stratification of the
Southern Ocean (section 1.3.2) and how stratification changes alter the pathway of carbon into
the Southern Ocean. An answer to this question seems even more pressing when considering that
physical changes in the Southern Ocean were found to be very sensitive to the surface freshwater
forcing (Hogg, 2010; Morrison et al., 2011; Kjellsson et al., 2015; Stössel et al., 2015) and that
these physical changes induce the largest uncertainty in the present and future CO2 uptake by the
ocean, apart from the uncertainty in future emissions (Doney et al., 2004; Hewitt et al., 2016;
Kessler and Tjiputra, 2016; Nevison et al., 2016).
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1.5 Objectives & approach

After building the case that changes in surface freshwater fluxes might be critical in driving
changes in Southern Ocean overturning and stratification and thus might cause changes in the
global carbon cycle and surface energy balance, I will formulate the goals of this thesis in this
section. The overarching goal of my thesis is to better understand the sensitivity of the
Southern Ocean stratification, circulation, and carbon uptake to changes in the surface
freshwater forcing with a focus on the effect of sea-ice changes.

(1) Very little is known on the type and magnitude of freshwater fluxes in the Southern Ocean.
While estimates exist for both the atmospheric freshwater fluxes and the glacial freshwater
fluxes and their changes (sections 1.3.2 and 1.4.1), freshwater fluxes from sea ice to the
ocean are largely unconstrained. I here intend to quantify surface freshwater fluxes associ-
ated with sea-ice formation, transport, and melting and their changes over recent decades.
For this purpose, I will derive sea-ice–ocean freshwater fluxes from currently available
satellite, in-situ, and reanalysis data and estimate their uncertainties.

(2) The new sea-ice–ocean freshwater flux estimates will allow me to directly compare the in-
dividual surface freshwater flux components in the Southern Ocean. I will base the compar-
ison on freshwater flux estimates from atmospheric reanalysis data and estimates of glacial
meltwater. Despite potentially large remaining uncertainties, I aim to assess the relative
contribution of the freshwater fluxes and their changes to the Southern Ocean salinity dis-
tribution. For this purpose, I will use both simple box model considerations and a regional
ocean circulation model (ROMS).

(3) The latter involves the goal to set up a model for the Southern Ocean that simulates present-
day stratification and circulation as accurately as possible. Therefore, I will use a realistic
geographic setting and constrain the model by the observation-based surface fluxes from
the atmosphere, and from the sea and land ice.

(4) While the response of the Southern Ocean to changes in the surface wind forcing has been
extensively studied (section 1.4.2 and 1.3.1), its response to changes in surface freshwa-
ter fluxes has received less attention even though idealized model experiments (Morrison
et al., 2011; Watson et al., 2015) and ocean proxy data (Adkins et al., 2002; Sigman et al.,
2004) suggest a high sensitivity. This is mostly owing to previously unconstrained surface
freshwater fluxes as well as poorly performing models. Using the advances from objectives
1 through 4, I will perform sensitivity experiments with the model to study the response of
stratification, temperature, and circulation to changes in the freshwater forcing.

(5) Finally, I will run the model coupled to a biogeochemistry-ecosystem-circulation (BEC)
model, to better understand the response of the Southern Ocean carbon release and uptake



1.5. Objectives & approach 33

in response to changing surface freshwater fluxes and compare this response to the response
to the surface wind changes.

I hypothesize that freshwater fluxes associated with sea-ice formation, transport, and melt-
ing are a key factor in redistributing salt in the Southern Ocean vertically and horizontally, and
thereby establishing the characteristic halocline. An increase in the sea-ice fluxes would lead
to an enhanced salt redistribution that strengthens the halocline. Enhanced sea-ice fluxes would
result from either a surface cooling or enhanced offshore winds and vice versa. As the sea-ice
forms around the Antarctic coast and melts a along the ice edge, an increased flux would make the
lower circulation cell, i.e. AABW, saltier and the upper circulation cell, i.e. AAIW and SAMW,
fresher. This process would not only strengthen the surface halocline, but it would also enhance
the salinity gradient between the deep and the surface ocean. Therefore, the surface waters would
decouple from the deep ocean due to a shoaling of the overturning circulation and a reduction of
the mixing of deep water into the surface layer. Such a reduced mixing of deep waters into the sur-
face layer would hypothetically lead to a surface cooling, subsurface warming in the open ocean,
and an enhanced uptake of carbon by the Southern Ocean mainly through reduced outgassing.
These hypotheses seem consistent with some of the observed changes over recent decades (sec-
tion 1.4). Thus, sea-ice freshwater fluxes might have contributed to some of these changes. In
terms of carbon fluxes, a recent increase in stratification might have acted to maintain an efficient
uptake of anthropogenic carbon over recent decades despite increasing winds by suppressing the
upwelling of carbon-rich deep waters.
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1.6 Thesis structure

Apart from the introduction chapter, this thesis consists of four main chapters, a synthesis chapter,
and an appendix:

Chapter 2 provides estimates of sea-ice freshwater fluxes due to ice formation, transport, and
melting and their changes over the period 1982 through 2008. I provide an estimate of their con-
tribution to the ocean salinity distribution in the Southern Ocean by using a simple box model.
This chapter was published as:
Haumann, F. A., N. Gruber, M. Münnich, I. Frenger, S. Kern (2016): Sea-ice transport driving
Southern Ocean salinity and its recent trends. Nature, 537(7618):89–92. doi:10.1038/nature19101.

Chapter 3 describes the regional ocean circulation model (ROMS) used for chapters 4 and 5 in
detail. I will provide an overview on challenges that one faces and considerations to make when
modeling the Southern Ocean. I will describe both the physical and biogeochemical components
of the model, the model domain and topography, as well as the model forcing at the surface and
lateral boundaries. Moreover, in this chapter, I will provide a discussion of the model initializa-
tion, spin-up, and drift and a detailed evaluation of the model’s mean state using observational
data. Parts of this chapter will be published in a condensed form as part of chapter 4.

Chapter 4 examines the impact of changes in surface freshwater fluxes on the Southern Ocean
hydrography and circulation. I will perform sensitivity experiments with ROMS by perturbing
the different surface freshwater flux components and compare the response to changes induced
by the surface momentum fluxes. These perturbations will correspond in terms of their spatial
pattern and magnitude to the recently observed changes. I will then assess the resulting changes
in salinity, temperature, stratification, and overturning circulation. This will elucidate whether
freshwater fluxes could be responsible for some of the observed changes in the Southern Ocean.
I will specifically focus on the changes induced by sea-ice–ocean freshwater fluxes. This chapter
is in preparation for Journal of Climate.

Chapter 5 explores the response of the Southern Ocean CO2 uptake to the observation-based
changes in sea-ice–ocean freshwater fluxes. I will contrast these changes in terms of spatial
patterns, and magnitude with changes induced by the surface wind stress that have been the focus
of many previous studies. Then, I will contextualize these model-based findings in the light of
the recent observation-based estimates of CO2 fluxes in the Southern Ocean to better understand
the observed changes. This chapter is in preparation for a peer-reviewed journal.

Chapter 6 synthesizes the questions that are addressed in each chapter of the this thesis. I will
summarize the main findings and conclusions and discuss the limitations arising from the ap-
proach. Then, I will relate my findings to the broader picture of the interaction between the
ocean circulation, the carbon cycle, and the global climate. This involves implications for the
future of the Southern Ocean carbon and heat uptake and for glacial–interglacial variations in

http://dx.doi.org/10.1038/nature19101
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the climate. Finally, I will provide some recommendations for future research activities and for
potential improvements in global climate models that could reduce the large uncertainty in their
representation of Southern Ocean processes.

Appendix chapter A addresses the question whether the recently observed zonally asymmetric
changes in the atmospheric circulation and Antarctic sea ice could be induced by human activity
in the form of stratospheric ozone depletion and greenhouse gas increase or are simply a result
of multi-decadal natural variations. This question directly relates to the question if the processes
described in this thesis are of anthropogenic origin and if they can be expected to continue in
future. This chapter was published as:
Haumann, F. A., D. Notz and H. Schmidt (2014): Anthropogenic influence on recent circulation-
driven Antarctic sea-ice changes. Geophysical Research Letters, 41(23):8429–8437. doi:
10.1002/2014GL061659.

In the course of this thesis, I made additional and directly related contributions to the studies by
Stössel et al. (2015) and Landschützer et al. (2015b) that are not included as chapters.

http://dx.doi.org/10.1002/2014GL061659
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Abstract

Recent salinity changes in the Southern Ocean (Wong et al., 1999; Jacobs et al., 2002; Böning
et al., 2008; Helm et al., 2010; Durack et al., 2012; Purkey and Johnson, 2013; de Lavergne et al.,
2014) are among the most prominent signals in the global ocean, yet their underlying causes have
not been firmly established (Wong et al., 1999; Böning et al., 2008; Helm et al., 2010; Purkey
and Johnson, 2013). Here, we propose that trends in northward transport of Antarctic sea ice
are a major contributor to these changes. Using satellite observations supplemented by sea-ice
reconstructions, we estimate that the wind-driven (Holland and Kwok, 2012; Haumann et al.,
2014) northward freshwater transport by sea ice increased by 20±10% between 1982 and 2008.
The strongest and most robust increase occurred in the Pacific sector coinciding with the largest
observed salinity changes (Helm et al., 2010; Durack et al., 2012). We estimate that the additional
freshwater for the entire northern sea-ice edge entails a freshening rate of �0.02±0.01 g kg�1

per decade in open ocean surface and intermediate waters, similar to the observed freshening
(Wong et al., 1999; Jacobs et al., 2002; Böning et al., 2008; Helm et al., 2010; Durack et al.,
2012). The enhanced rejection of salt near the coast of Antarctica associated with stronger sea-ice
export counteracts regionally the freshening of continental shelf (Jacobs et al., 2002; Jacobs and
Giulivi, 2010; Nakayama et al., 2014) and newly formed bottom waters (Purkey and Johnson,
2013) due to the increasing addition of glacial meltwater (Paolo et al., 2015). Although the
data sources underlying our results have substantial uncertainties, regional analyses (Drucker
et al., 2011) and independent data from an atmospheric reanalysis support our conclusions. Our
finding that northward sea-ice freshwater transport is a key determinant of the Southern Ocean
salinity distribution also in the mean state further underpins the importance of the sea-ice induced
freshwater flux. Through its influence on the oceans density structure (Sigman et al., 2010), this
process has critical consequences for the global climate by affecting the deep-to-surface ocean
exchange of heat, carbon, and nutrients (Sigman et al., 2010; Ferrari et al., 2014; Frölicher et al.,
2015; Landschützer et al., 2015b).
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2.1 Article

Observations of salinity in the Southern Ocean over the last decades have revealed a substantial,
wide-spread freshening in both coastal (Jacobs and Giulivi, 2010; Hellmer et al., 2011) and open
ocean surface waters (Jacobs et al., 2002; Durack et al., 2012) as well as in the water masses
sourced from these regions (Wong et al., 1999; Böning et al., 2008; Helm et al., 2010; Purkey
and Johnson, 2013). In particular, Antarctic Intermediate Water (AAIW) and Subantarctic Mode
Water (SAMW) freshened at a rate between �0.01 and �0.03 g kg�1 per decade during the
second half of the 20th century (Wong et al., 1999; Böning et al., 2008; Helm et al., 2010). In the
Pacific and Indian Ocean sectors, continental shelf waters and Antarctic Bottom Water (AABW)
also freshened substantially (Jacobs et al., 2002; Jacobs and Giulivi, 2010; Purkey and Johnson,
2013), while in the Atlantic this freshening was smaller (Purkey and Johnson, 2013; Hellmer
et al., 2011). These salinity changes have been attributed to increased surface freshwater fluxes,
stemming either from enhanced Antarctic glacial melt (Jacobs et al., 2002; Jacobs and Giulivi,
2010; Purkey and Johnson, 2013; Nakayama et al., 2014; Paolo et al., 2015) or from increased
atmospheric freshwater fluxes, as a result of an excess of precipitation over evaporation (Wong
et al., 1999; Durack et al., 2012). Glacial meltwater (Paolo et al., 2015) most likely freshened
coastal waters in the Amundsen and Ross Seas (Jacobs et al., 2002; Jacobs and Giulivi, 2010;
Nakayama et al., 2014), but the freshening signal in AABW, which is formed in this region, is
much smaller than expected (Purkey and Johnson, 2013). In contrast, in the open Southern Ocean,
increases in the atmospheric freshwater flux as simulated by global climate models appear to be
largely insufficient to explain the recent freshening of AAIW (Wong et al., 1999; Helm et al.,
2010).

Changes in northward sea-ice transport could possibly contribute to the wide-spread salinity
changes in the Southern Ocean (Holland and Kwok, 2012). This process acts as a lateral conveyor
of freshwater by extracting freshwater from the coastal regions around Antarctica where sea ice
forms and releasing it at the northern sea-ice edge where sea ice melts (Figure 2.1; Saenko et al.,
2002; Komuro and Hasumi, 2003; Kirkman and Bitz, 2011). Despite substantial wind-driven
changes in sea-ice drift over the last few decades (Holland and Kwok, 2012; Haumann et al.,
2014), this contribution has not been quantified yet. Here, we suggest that surface freshwater
fluxes induced by a stronger northward sea-ice transport are a major cause for the observed salin-
ity changes in recent decades. The large contribution of freshwater transport by sea ice to the
salinity trends is corroborated by our finding that this process plays a key role for the climatolog-
ical mean salinity distribution.

Our conclusions are based on basin-scale estimates of annual net sea-ice-ocean freshwater
fluxes and annual northward transport of freshwater by sea ice over the period 1982 through 2008.
Further evidence in support is provided by our assessment of atmospheric reanalysis data (Dee
et al., 2011) and results from another regional study (Drucker et al., 2011). We derived the sea-
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Figure 2.1 Effect of northward sea-ice freshwater transport on Southern Ocean salinity:
Schematic cross-section illustrating the effect of northward sea-ice freshwater transport (blue ar-
rows) on (a) mean ocean salinity and (b) on the trends over the period 1982 through 2008 (section
2.2.11). The red line separates the open and coastal ocean regions. The increasing sea-ice transport
freshened the open ocean and, by leaving the salt behind in the coastal region (red curved arrows),
compensated for part of the freshening by enhanced glacial meltwater input (gray arrows). White
arrows indicate the freshening effect from both sea ice and land ice. Positive fluxes are defined
downward or northward. The background shows mean salinity (in color) and density (dashed black
lines) separating Circumpolar Deep Water (CDW) from Antarctic Intermediate Water (AAIW) and
Subantarctic Mode Water (SAMW). Orange arrows: ocean circulation; AABW: Antarctic Bottom
Water.
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ice related freshwater fluxes by combining sea-ice concentration, drift, and thickness data and by
using a mass-balance approach of the sea-ice volume divergence and local change (section 2.2.5).
The analyzed sea-ice concentration stems from satellite observations (Meier et al., 2013b, section
2.2.2, Figure 2.5) and its thickness from a combination of satellite data (Kurtz and Markus, 2012)
and a model-based sea-ice reconstruction that assimilates satellite data (Massonnet et al., 2013,
section 2.2.3, Figure 2.6). The sea-ice volume divergence was computed from satellite-based
sea-ice drift vectors (Fowler et al., 2013b, section 2.2.4, Figures 2.7 and 2.8) and sea-ice volume.
From the resulting sea-ice volume budget, we finally estimated the freshwater equivalents of
local annual sea-ice-ocean fluxes due to freezing and melting and annual lateral sea-ice transport
(sections 2.2.5 and 2.2.6).

Uncertainties in these derived freshwater flux products are substantial (section 2.2.8). A ma-
jor challenge arises from the need to combine sea-ice drift estimates from different satellites in
order to estimate trends. We addressed potential inhomogeneities and biases by vigorous data
quality control, several corrections, and considering different time periods (section 2.2.7). A sec-
ond challenge is associated with the relatively limited number of observations of sea-ice thick-
ness. These uncertainties plus the observationally constrained range of the other input quantities
entered our error estimates of the final freshwater flux product (Tables 2.1 and 2.2). In the At-
lantic sector, uncertainties associated with the mean sea-ice thickness distribution dominate the
uncertainty, while in the Pacific sector, uncertainties are mostly caused by uncertainties in sea-ice
drift.

Our analysis reveals large trends in the meridional sea-ice freshwater transport in the South-
ern Ocean between 1982 and 2008 (Figures 2.1b and 2.2c) affecting the regional sea-ice-ocean
freshwater fluxes (Figure 2.2d). The annual northward sea-ice freshwater transport of 130±30
mSv (1 milli-Sverdrup = 103 m3 s�1 ⇡ 31.6 Gt yr�1; Figure 2.2a; Table 2.1) from the coastal
to the open ocean region strengthened by +9±5 mSv per decade (Table 2.2). Here, the coastal
ocean refers to the region between the Antarctic coast and the zero sea-ice-ocean freshwater flux
line, and the open ocean is the region between the zero sea-ice-ocean freshwater flux line and the
sea-ice edge (Figure 2.2b). The increased northward transport caused, on average, an additional
extraction of freshwater from the coastal ocean of �40±20 mm yr�1 per decade and an increased
addition to the open ocean region of +20±10 mm yr�1 per decade.

The overall intensification occurred primarily in the Pacific sector where we find a vigorous
northward freshwater transport trend of +14±5 mSv per decade. The trends in this sector are the
most robust ones (Table 2.3). Over the whole period, this change in the Pacific sector corresponds
to an increase of about 30% with respect to the climatological mean in the entire Southern Ocean
(Table 2.1). Largest trends occurred locally in the high-latitude Ross Sea (Figure 2.2d), where
our estimated trends agree well with a previous study (Drucker et al., 2011, section 2.2.9). The
increase in the Pacific sector is partly compensated for by small decreases in the Atlantic and
Indian Ocean sectors. We reach similar conclusions when we consider only the satellite data
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Figure 2.2 Mean state and trends of net annual freshwater fluxes associated with sea ice
over the period 1982 through 2008: (a) Mean sea ice induced freshwater transport. (b) Mean
net sea-ice-ocean freshwater flux. (c, d) Linear trends of northward sea-ice freshwater transport (c)
and net sea-ice-ocean freshwater flux from freezing and melting (d). Stippled trends are significant
at the 90% level (section 2.2.8). Arrows: (a) mean and (c) trend of the annual transport vectors;
thick black lines: zero sea-ice-ocean freshwater flux line dividing the coastal from the open ocean
regions; thin black lines: continental shelf (1000-m isobath); gray lines: sea-ice edge (1% sea-ice
concentration); green lines: basin boundaries.

from 1992 through 2004, i.e., the period when they are least affected by potential inhomogeneities
(Table 2.3).

The reason for the observed northward sea-ice freshwater transport and its recent trends is
the strong southerly winds over the Ross and Weddell Seas, which persistently blow cold air
from Antarctica over the ocean, pushing sea ice northward (Haumann et al., 2014). The winds
over the Ross Sea considerably strengthened in recent decades, possibly due to a combination
of natural, multi-decadal variability, changes in greenhouse gases, and stratospheric ozone de-
pletion (Haumann et al., 2014). These changes in southerly winds induced regional changes in
northward sea-ice drift (Holland and Kwok, 2012; Haumann et al., 2014), which are responsi-
ble for the sea-ice freshwater transport trends (sections 2.2.3, 2.2.6, and 2.2.10). This relation
between the atmospheric circulation and sea-ice drift changes enabled us to independently esti-
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mate the sea-ice drift anomalies using sea-surface pressure gradients along latitude bands from
atmospheric reanalysis data (Dee et al., 2011, section 2.2.10). Comparing the resulting northward
sea-ice transport anomalies to the satellite-based estimates across the same latitude bands, results
in a similar overall trend (Figure 2.3). Thus, this alternative approach not only corroborates our
estimated long-term trend, but it also suggests that any remaining inhomogeneities in the sea-ice
drift data due to changes in the satellite instruments are comparably small after applying multiple
corrections (sections 2.2.4 and 2.2.7).

Figure 2.3 Time series of annual northward sea-ice freshwater transport anomalies across
latitude bands: The underlying sea-ice drift data are based on two independent data sources, i.e.,
the corrected NSIDC satellite data (blue; only consistent years) and zonal sea-level pressure gradi-
ents from ERA-Interim data (gray; section 2.2.10). Dashed lines show the respective linear regres-
sions. Inserted map shows the latitude bands in the Atlantic (69.5� S) and Pacific (71� S) sectors.

To assess how the changing sea-ice-ocean freshwater flux (Figure 2.2d) affected the salinity in
the Southern Ocean, we assumed that the additional freshwater in the open ocean region entered
AAIW and SAMW formed from upwelling Circumpolar Deep Waters (CDW; Abernathey et al.,
2016; Talley, 2013, section 2.2.11). We find that our freshwater flux trends imply a freshening at
a rate of �0.02±0.01 g kg�1 per decade in the surface waters that are transported northward and
form AAIW and SAMW (Figure 2.1b). Thus, the sea-ice freshwater flux trend could account for
a substantial fraction of the observed long-term freshening in these water masses (Wong et al.,
1999; Böning et al., 2008; Helm et al., 2010). The strong sea-ice-ocean freshwater flux trends
in the Pacific sector (Figure 2.2d) spatially coincide with the region of largest observed surface
freshening (Figure 2.12; Jacobs et al., 2002; Durack et al., 2012) and can explain also the stronger
freshening of the Pacific AAIW as compared to that of the Atlantic (Wong et al., 1999; Helm et al.,
2010). A more quantitative attribution of the observed salinity trends to the freshwater transport
trends is beyond the scope of our study because the observed freshening trends stem from different
time periods, and have strong regional variations and large uncertainties themselves (Wong et al.,
1999; Böning et al., 2008; Helm et al., 2010). However, our data show that changes in northward
sea-ice freshwater transport induce salinity changes of comparable magnitude to the observed
trends.

Our estimates in coastal regions (Figure 2.2d) also help to explain the observed salinity
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changes in AABW (Purkey and Johnson, 2013), which is sourced from this region. Additional
glacial meltwater from West Antarctica (Paolo et al., 2015) strongly freshened the continen-
tal shelf in the Ross and Amundsen Seas over recent decades (Jacobs et al., 2002; Jacobs and
Giulivi, 2010; Nakayama et al., 2014, Figure 2.1b). However, the observed freshening in Pacific
and Indian Ocean AABW was found to be much smaller than expected by this additional glacial
meltwater (Purkey and Johnson, 2013). Our data suggests that the freshening induced by the in-
creasing glacial meltwater is substantially reduced by a salinification from an increased sea-ice to
ocean salt flux over the continental shelf in the Pacific sector. This salt flux trend corresponds to
a freshwater equivalent of �10±3 mSv per decade, resulting from an increasing northward sea-
ice export from this region of enhanced sea-ice formation (Figure 2.2c-d). In contrast, over the
continental shelf in the Atlantic sector, our data suggests a decreasing sea-ice to ocean salt flux,
corresponding to a freshwater equivalent of +6±3 mSv per decade, which may have contributed
to the observed freshening of the newly formed Atlantic AABW (Purkey and Johnson, 2013) and
the north-western continental shelf waters (Hellmer et al., 2011).

The large contribution of trends in sea-ice freshwater transport to recent salinity changes in
the Southern Ocean is in line with the dominant role that sea ice plays for the surface freshwater
budget in the seasonal sea-ice zone (Tamura et al., 2011) and for the global overturning circulation
(Saenko et al., 2002; Komuro and Hasumi, 2003; Kirkman and Bitz, 2011; Abernathey et al.,
2016) in the mean state. The freshwater equivalent of the total Southern Ocean sea-ice melting
flux (Figure 2.4a) is as large as 460±100 mSv (Table 2.1). On an annual basis, the vast majority of
this melting flux is supported by the freezing of seawater of �410±110 mSv, with the remaining
flux arising from snow-ice formation (Massom et al., 2001, section 2.2.3). Most of the sea ice
is produced in the coastal region (�320±70 mSv), but only about 60% of the sea ice also melts
there. The rest, i.e., 130±30 mSv is being exported to the open ocean (Figure 2.4c). These mean
estimates agree well with an independent study carried out in parallel to this study (Abernathey
et al., 2016), which is based on the assimilation of Southern Ocean salinity and temperature
observations (section 2.2.9).

The process of northward freshwater transport by sea ice effectively removes freshwater from
waters entering the lower oceanic overturning cell, in particular AABW, and adds it to the upper
circulation cell, especially AAIW (Figure 2.1a). Hereby, the salinity difference between these
two water masses and thus the meridional and vertical salinity gradients increase. In steady
state, the northward sea-ice freshwater transport of 130±30 mSv implies a salinity modification
of +0.15±0.06 g kg�1 and �0.33±0.09 g kg�1 in waters entering the lower and upper cell,
respectively (section 2.2.11). The latter suggests that sea-ice freshwater transport accounts for the
majority of the salinity difference between upwelling CDW and the exiting AAIW. We estimated
that the salinification from sea ice in waters entering the lower circulation cell is compensated
for by glacial meltwater and by an excess precipitation over evaporation in this region at about
equal parts, agreeing with the very small salinity difference between CDW and AABW (section
2.2.11).
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Figure 2.4 Mean annual sea-ice related freshwater fluxes associated with melting, freezing,
and transport over the period 1982 through 2008: (a) Sea-ice-ocean freshwater flux due to melt-
ing. (b) Freshwater flux associated with freezing and snow-ice formation. (c) Fraction of freshwater
exported relative to local freezing flux (red) and imported relative to the local melting flux (blue)
due to sea-ice induced freshwater transport (arrows). Black and gray lines as in Figure 2.2.

Because salinity dominates the density structure in polar oceans (Sigman et al., 2010), our
findings imply that sea-ice transport is a key factor for the vertical and meridional density gradi-
ents in the Southern Ocean and their recent changes (Figure 2.1). This interpretation is consistent
with the observation that large areas of the upper Southern Ocean not only freshened but also
stratified in recent decades (de Lavergne et al., 2014). Increased stratification potentially ham-
pers the mixing of deeper, warmer, and carbon-rich waters into the surface layer and thus could
increase the net uptake of CO2 (Sigman et al., 2010; Frölicher et al., 2015; Landschützer et al.,
2015b). Consequently, our results suggest that Antarctic sea-ice freshwater transport, through its
influence on ocean stratification and the carbon cycle, is more important for changes in global
climate (Sigman et al., 2010; Ferrari et al., 2014) than has been appreciated previously. This im-
plication of our findings for the climate system stresses the urge to better constrain spatial patterns
as well as temporal variations of sea-ice-ocean fluxes by reducing uncertainties in observations
of drift, thickness, and snow cover of Antarctic sea ice.
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2.2 Methods

2.2.1 Data

Satellite-derived sea-ice concentration stems from the Climate Data Record (CDR, version 2;
1980 to 2009; http://dx.doi.org/10.7265/N55M63M1; Meier et al., 2013b) that comprises data
from the NASA Team algorithm (NTA; Cavalieri and Parkinson, 2008) and the Bootstrap algo-
rithm (BA; version 2; Comiso, 1986), as well as a merged data set. Sea-ice thickness data stems
from a reconstruction with the ocean-sea-ice model NEMO-LIM2 (1980 to 2009; Massonnet
et al., 2013), from the laser altimeter ICESat-1 (2003 to 2008; http://seaice.gsfc.nasa.gov; Kurtz
and Markus, 2012), as well as from ship-based observations (ASPeCt; 1980 to 2005; http://aspect.
antarctica.gov.au; Worby et al., 2008). Satellite-derived sea-ice drift stems from the National
Snow and Ice Data Center (NSIDC, version 2; 1980 to 2009, http://nsidc.org/data/nsidc-0116;
Fowler et al., 2013b) and is corrected by drifting buoy data (1989 to 2005; Schwegmann et al.,
2011). We used an alternative sea-ice drift product for the uncertainty estimation (1992 to 2003;
http://rkwok.jpl.nasa.gov; Kwok et al., 1998; Kwok, 2005). Additionally, we used daily atmo-
spheric sea-level pressure, surface air temperature, and 10-m wind speed from the ERA-Interim
reanalysis (1980 to 2009; http://apps.ecmwf.int; Dee et al., 2011). We provide a detailed descrip-
tion of the data processing in the corresponding sections below.

2.2.2 Sea-ice concentration

We used all three sea-ice concentration products available from the CDR (Meier et al., 2013b,
section 2.2.1). If any of the grid points in either the merged, NTA, or BA product shows 0%
sea-ice concentration, all products are set to 0% sea-ice concentration. We used a first order
conservative remapping method from the Climate Data Operators (CDO, 2015, version 1.6.8) to
interpolate the sea-ice concentration to the sea-ice drift grid. The BA performs superior compared
to the NTA around Antarctica as the NTA underestimates sea-ice concentrations by 10% or more
(Figures 2.5a-b; Comiso et al., 1997; Meier et al., 2013b). Therefore, we primarily used the BA
product. However, BA potentially underestimates sea-ice concentration in presence of thin sea ice
and leads (Comiso et al., 1997; Meier et al., 2013b). Therefore, we used the merged product that
should be more accurate in these regions (Meier et al., 2013b) to estimate the uncertainties. Gen-
erally, sea-ice concentration is the best constrained of the three sea-ice variables. Its contribution
to the climatological mean flux uncertainty is below 1% (Table 2.1). To obtain the uncertainty
in the freshwater flux trends, we additionally used the NTA because differences in the Antarctic
sea-ice area trends between the BA and NTA have been reported (Eisenman et al., 2014). Differ-
ences between the BA and NTA sea-ice concentration trends range from 10% to 20% relative to
the actual trend (Figures 2.5c-d). The associated uncertainties in the spatially integrated sea-ice

http://dx.doi.org/10.7265/N55M63M1;
http://seaice.gsfc.nasa.gov
http://aspect.antarctica.gov.au
http://aspect.antarctica.gov.au
http://nsidc.org/data/nsidc-0116
http://rkwok.jpl.nasa.gov
http://apps.ecmwf.int
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freshwater flux trends are about 10% (Table 2.2).

Figure 2.5 Uncertainties and trends in Antarctic sea-ice concentration over the period 1982
through 2008: (a) Bootstrap (BA) minus CDR merged data. (b) NASA Team (NTA) minus CDR
merged data. (c) Decadal trends of the BA sea-ice concentration. Stippled trends are statistically
significant (at least 90% level). (d) Decadal trends of Bootstrap minus NASA Team data. The thick
gray line marks the mean sea-ice edge (1% sea-ice concentration).

2.2.3 Sea-ice thickness

Sea-ice thickness data spanning our entire analysis period do not exist, mostly owing to chal-
lenges in remote sensing of Antarctic sea-ice thickness (Kern and Spreen, 2015). Therefore, we
used a sea-ice thickness reconstruction (Massonnet et al., 2013, section 2.2.1) from a model that
assimilated the observed sea-ice concentration. Through the assimilation, the model constrained
air-sea heat fluxes, improving the spatial and temporal variability of sea-ice thickness. The model
did not assimilate sea-ice thickness observations themselves. Sea-ice thickness, as we use it here,
is not weighted with sea-ice concentration and does not include the snow layer.

The reconstruction overestimates the sea-ice thickness in the central Weddell and Ross Seas
and underestimates it in some coastal regions compared to the ICESat-1 (Kurtz and Markus, 2012)
and ASPeCt (Worby et al., 2008) data sets (section 2.2.1; Figure 2.6). To compare the different
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sea-ice thickness data sets, we interpolated the reconstruction, ICESat-1, and ASPeCt data to the
sea-ice drift grid using CDO (2015) distance-weighted averaging. For our best estimate of the
sea-ice freshwater fluxes, we applied a weighted bias correction to the reconstruction using the
spatially gridded version of the ICESat-1 data (see below). Both the ICESat-1 and ASPeCt data
sets are potentially biased low, particularly in areas with thick or deformed sea ice (Worby et al.,
2008; Kwok and Maksym, 2014; Kern and Spreen, 2015; Williams et al., 2015), where we found
the largest differences between these two data sets and the uncorrected reconstruction. Thus, the
thicker sea ice in the Weddell Sea in the uncorrected reconstruction might yet be realistic, espe-
cially when considering alternative ICESat-1 derived estimates for this region (Kern and Spreen,
2015; Yi et al., 2011; Kern et al., 2016). To capture the full uncertainty range associated with
the mean sea-ice thickness distribution, we used the difference between the uncorrected recon-
struction and the ICESat-1 data. Uncertainties in sea-ice thickness dominate the climatological
freshwater flux uncertainties in the Atlantic and Indian Ocean sectors, ranging from 10% to 35%,
and are also substantial in all other regions and for the overall trends (Tables 2.1 and 2.2).

For the correction of the mean sea-ice thickness distribution, we first calculated relative dif-
ferences to ICESat-1 whenever data were available. Then, we averaged all differences that were
within two standard deviations over time. We applied this average, relative bias correction map to
the data at each time step. To ensure that local extremes were not exaggerated, we used weights.
Weights were one for a sea-ice thickness of 1.2 m, i.e., the full bias correction was applied, and
decreased to zero for sea-ice thicknesses of 0.2 m and 2.2 m, i.e., no bias correction was applied.
We derived these thresholds empirically to reduce biases with respect to the non-gridded ICESat-
1 and ASPeCt data (Figure 2.6). Trends in the reconstruction remain largely unaffected by the
bias correction (comparing Figure 2.6a and the original trend by Massonnet et al. (2013)).

Local extremes in the sea-ice thickness reconstruction, caused by ridging events, are most
likely inconsistent with the observed sea-ice drift and would lead to unrealistic short-term varia-
tions in our final fluxes. However, when considering net annual melting and freezing fluxes and
averages over large areas these variations cancel. To reduce the noise in our data set, we filtered
extremes with a daily sea-ice thickness anomaly larger than 2 m with respect to the climatological
seasonal cycle, representing only 0.1% of all data points. These and other missing grid points (in
total 2.6%) were interpolated by averaging the neighboring grid points. We also calculated our
sea-ice freshwater fluxes based on the unfiltered data and included these fluxes in our uncertainty
estimate.

Snow-ice formation due to flooding and refreezing (Massom et al., 2001; Maksym and Markus,
2008) is part of the estimated sea-ice thickness. As snow-ice forms partly from the atmospheric
freshwater flux and not from the ocean alone, it could lead to an overestimation of the total ocean
to sea-ice freshwater flux due to freezing. The amount of snow-ice formation is highly uncertain
(Massom et al., 2001; Maksym and Markus, 2008) but within the uncertainty of the sea-ice thick-
ness. To account for this process, we reduced the freezing fluxes according to snow-ice formation
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Figure 2.6 Mean, trend, and uncertainty of Antarctic sea-ice thickness: (a) Decadal trends of
the corrected reconstruction (1982–2008). Stippled trends are statistically significant (at least 90%
level). (b) Mean of the reconstruction (1982–2008). (c) Mean of the corrected reconstruction (1982–
2008). (d) Mean of the non-gridded ICESat-1 data (2003–2008, 13 campaigns). (e) Reconstruction
minus non-gridded ICESat-1 data (2003–2008). (f) Corrected reconstruction minus non-gridded
ICESat-1 data (2003–2008). (g) Mean of the ASPeCt data (1980–2005). (h) Reconstruction minus
ASPeCt data (1980–2005). (i) Corrected reconstructions minus ASPeCt data (1980–2005). The
thick gray line marks the mean sea-ice edge (1% sea-ice concentration). Differences are based on
data when both respective products were available. Data points without data in the sea-ice covered
region are gray shaded in d–i.
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estimates from the reviewed literature (Massom et al., 2001). In the Atlantic, Indian Ocean,
and Pacific sectors, we applied approximate snow-ice formation rates of 8±8%, 15±15%, and
12±12% of the freezing flux, respectively (Massom et al., 2001). In the entire Southern Ocean,
the amount of snow that is transformed to ice would thus amount to about 50 mSv, or about 35%
of the suggested atmospheric freshwater flux onto Antarctic sea ice (Abernathey et al., 2016).

Trends in sea-ice thickness (Figure 2.6a) are highly uncertain but broadly agree among dif-
ferent modeling studies (Massonnet et al., 2013; Zhang, 2014; Holland, 2014). To show that our
results are robust with respect to the less certain trends or short-term variations in sea-ice thick-
ness, we compared our estimated transport trends across the latitude bands (equation 2.3) with a
sensitivity analysis, where we kept the sea-ice thickness constant. The resulting transport trends
across the latitude bands of about 6 mSv per decade in the Atlantic sector and about +11 mSv
per decade in the Pacific sector are still within our estimated uncertainty (Table 2.2). Most of
the sea-ice thickness trends (Figure 2.6a) occur either north (Pacific sector) or south (Atlantic
sector) of the zero freshwater flux line or latitude bands. Thus, the trend in sea-ice thickness does
not considerably affect the northward sea-ice freshwater transport trend. However, the mean sea-
ice thickness uncertainty at the zero freshwater flux line is the largest contributor to the overall
northward sea-ice freshwater transport trend (Table 2.2).

2.2.4 Sea-ice drift

We used the gridded version of the NSIDC (Fowler et al., 2013b, section 2.2.1) sea-ice drift data
set. In the Antarctic, it is based on five passive microwave sensors (Emery et al., 1995, 1997) and
the Advanced Very High Resolution Radiometer (AVHRR; Maslanik et al., 1997) data (Figure
2.8). Two studies validated this data set with buoy data in the Weddell Sea (Schwegmann et al.,
2011, 1989 through 2005) and around East Antarctica (Heil et al., 2001, 1985 to 1997). There is a
very high correlation between the buoy and the satellite data on large temporal and spatial scales,
i.e., monthly and regional, and a strongly reduced agreement on smaller scales, i.e., daily and local
(Heil et al., 2001; Schwegmann et al., 2011). The satellite-derived sea-ice drift underestimates
the sea-ice velocity given by the buoys by 34.5% (Schwegmann et al., 2011), i.e., faster drift
velocities have a larger bias (Sumata et al., 2014). The bias is smaller for the meridional (26.3%)
than for the zonal drift (Schwegmann et al., 2011). We here corrected for these low biases by
multiplying the drift velocity with the correction factor (1.357) that corresponds to the meridional
drift bias (Schwegmann et al., 2011). We argue that the meridional component of the bias is the
better estimate in the central sea-ice region, which is the key region for our results. Here, the drift
is mainly meridional. The larger biases are observed in the swift, mostly zonal drift along the sea-
ice edge causing the larger zonal biases. The spatial dependence of the bias and our correction
imply that larger biases and uncertainties remain in our final product around the sea-ice edge.

We further processed this bias-corrected drift data. First, we removed all data flagged as
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bad in the product. Second, we removed any data with sea-ice concentrations below 50%, closer
than 75 km to the coast (Schwegmann et al., 2011), or with a spurious, exact value of zero. Our
results are not sensitive to this filtering but it reduces the spatial and temporal noise. After these
modifications, about 75% of all grid cells covered by sea ice had an associated drift vector.

Figure 2.7 Sea-ice drift speed comparison between the NSIDC and Kwok et al. data for
the period 1992 to 2003: (a, b) Low-pass filtered, 21-day running mean, (a) original and (b)
bias-corrected daily meridional NSIDC sea-ice drift speed compared to the low-pass filtered daily
meridional Kwok et al. data. Contours mark the number of grid boxes and the blue line marks the
fitted least squares linear regression line. (c-e) Mean sea-ice drift speed of the (c) original and (d)
bias-corrected NSIDC, and (e) Kwok et al. sea-ice drift speed. Arrows denote the drift vectors. (f)
Root-mean-square differences between the annual mean bias-corrected NSIDC and Kwok et al. sea-
ice drift speed. The thick gray line in c-f marks the mean sea-ice edge (1% sea-ice concentration).
Data points were compared when both data sets were available.

We compared both the original and the bias-corrected data to a partly independent product by
Kwok et al. (1998) and Kwok (2005). We interpolated these data onto our grid using CDO (2015)
distance weighted averaging and applied the same 21-day running mean as for the NSIDC sea-ice
drift data. We compared sea-ice drift vectors whenever both data sets were available and sea-ice
concentrations were larger than 50%. Figure 2.7 shows the meridional drift components prior (a)
and after applying the bias correction factor from the buoy data (b). We find that the agreement
between the two data sets is much higher after the corrections. Compared to the original NSIDC
sea-ice drift data set, the largest improvement occurs in the slope: 1.06 compared to 1.55. Root-
mean-square differences and the linear correlation coefficient remain identical and the absolute
bias is reduced by 0.2 km/day. Correlation coefficients between the two data sets are 0.8 for both
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the zonal and meridional drift component. The spatial patterns of the mean annual sea-ice drift
speed (Figures 2.7c-e) illustrate the improvement in agreement between the two data sets after the
application of the bias correction but confirm that considerable differences remain at the sea-ice
edge. These differences lead to a relatively high root-mean-square difference of the annual mean
sea-ice drift speed in these regions (Figure 2.7f). However, in the central sea-ice packthe region
that is crucial for our resultsthe root-mean-square differences are much smaller.

Our bias-corrected sea-ice drift speeds are typically slightly lower (about 9% to 19%) than
those by Kwok et al. but considerably higher than in the uncorrected NSIDC data (about 26%, see
above). We used these differences between the data sets to estimate the uncertainties induced by
sea-ice drift on the final product (�u in Tables 2.1 and 2.2): First, we re-computed all fluxes by
correcting the original NSIDC data with correction factors derived from the Kwok et al. data (1.82
or 45% for the zonal drift, and 1.55 or 35% for the meridional drift) instead of the buoy-derived
correction factor. This way, we also accounted for an uncertainty in the drift direction. Then, we
averaged the deviations between our best estimate and the Kwok et al. based estimate with those
between our best estimate and using the uncorrected and unfiltered NSIDC data. Uncertainties
from sea-ice drift in the freshwater fluxes are about 20%. They considerably contribute to the
final freshwater flux uncertainty and our trend uncertainties in all regions.

2.2.5 Sea-ice-ocean freshwater flux

We estimated annual net sea-ice-ocean freshwater fluxes over the period 1982 through 2008 by
calculating the local sea-ice volume change and divergence (Holland and Kwok, 2012; Haumann,
2011). From this, we derived, through a mass balance, the local freshwater fluxes F (m3 s�1) from
the sea ice to the ocean due to freezing and melting on a daily basis:

F = �Cfw

✓
@(A c h)

@t
+r · (A c h ~u)

◆
. (2.1)

The four variables c, h, ~u, and A denote the sea-ice concentration, thickness, drift velocity, and
grid-cell area, respectively. The factor Cfw converts the sea-ice volume flux to a freshwater
equivalent (Ohshima et al., 2014):

Cfw =
⇢ice(1� sice/ssw)

⇢fw
. (2.2)

Here, ⇢ice, sice, ssw, and ⇢fw are sea-ice density (925 kg m�3; Timco and Frederking, 1996),
sea-ice salinity (6 g kg�1; Vancoppenolle et al., 2009), reference seawater salinity (34.7 g kg�1;
Talley, 2013), and freshwater density (1000 kg m�3), respectively.

Annual sea-ice freshwater fluxes were computed from the daily fluxes from March to Febru-
ary of the next year (i.e., March 1982 to February 2009), which corresponds to the annual freezing
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Table 2.1 Mean and uncertainties of annual sea-ice freshwater fluxes over the period 1982
through 2008

Flux [mSv] �t
[mSv]

�A
[mSv]

�c
[mSv]

�h
[mSv]

�u
[mSv]

�Cfw

[mSv]

Southern Ocean:
Transport +130 ±30 ±0 ±5 ±0 ±16 ±25 ±6
Net open ocean +130 ±30 ±0 ±5 ±0 ±16 ±25 ±6
Net coastal ocean �130 ±30 ±0 ±5 ±0 ±14 ±26 ±6
Net continental shelf �60 ±20 ±0 ±0 ±0 ±8 ±13 ±3
Total melting +460 ±100 ±37 – ±1 ±74 ±49 ±23
Total freezing �410 ±110 ±37 – ±1 ±73 ±50 ±23

Atlantic sector:
Transport +60 ±20 ±0 ±1 ±0 ±13 ±11 ±3
Net open ocean +60 ±20 ±0 ±1 ±0 ±13 ±11 ±3
Net coastal ocean �50 ±20 ±0 ±1 ±0 ±14 ±9 ±3
Net continental shelf �20 ±5 ±0 ±0 ±0 ±2 ±4 ±1
Total melting +180 ±40 ±13 – ±0 ±25 ±21 ±9
Total freezing �160 ±40 ±13 – ±0 ±25 ±19 ±9

Indian Ocean sector:
Transport +10 ±5 ±0 ±1 ±0 ±4 ±2 ±1
Net open ocean +10 ±5 ±0 ±1 ±0 ±4 ±2 ±1
Net coastal ocean �10 ±6 ±0 ±1 ±0 ±4 ±4 ±1
Net continental shelf �10 ±4 ±0 ±0 ±0 ±3 ±2 ±0
Total melting +70 ±30 ±7 – ±0 ±24 ±5 ±4
Total freezing �70 ±30 ±7 – ±0 ±24 ±6 ±4

Pacific sector:
Transport +60 ±20 ±0 ±2 ±0 ±9 ±12 ±3
Net open ocean +60 ±20 ±0 ±2 ±0 ±9 ±12 ±3
Net coastal ocean �60 ±20 ±0 ±2 ±0 ±9 ±13 ±3
Net continental shelf �30 ±9 ±0 ±0 ±0 ±6 ±6 ±2
Total melting +200 ±50 ±17 – ±0 ±43 ±23 ±10
Total freezing �180 ±60 ±17 – ±0 ±43 ±24 ±10
Positive numbers indicate a freshwater flux into the ocean or northward transport (1 mSv = 103

m3 s�1). The final uncertainty estimate (95% confidence level) stems from the uncertainties in the
filtering of high-frequency temporal noise (�t), variations of the zero freshwater flux line (�A),
sea-ice concentration (�c), sea-ice thickness (�h), sea-ice drift (�u), and the freshwater conversion
factor (�Cfw), respectively. See Figure 2.11 for definition of regions.

and melting cycle of sea ice in the Southern Ocean (Haumann, 2011). Remaining imbalances be-
tween, e.g., the open and coastal ocean of the Atlantic sector (Tables 2.1 and 2.2) are due to
multi-year sea ice in the coastal region. We performed all calculations on the grid of the sea-ice
drift data (Fowler et al., 2013b) and averaged all data products over three by three grid boxes
resulting in a nominal resolution of 75 km. To obtain the zero freshwater flux contour line, we
averaged the climatological fluxes over nine by nine grid boxes. To estimate melting and freezing
fluxes, we separately summed up positive and negative daily fluxes over a year (Figures 2.4a and
b). As temporal fluctuations accumulate when only adding positive or negative values, noise can
lead to an overestimation of these fluxes. Therefore, each of the sea-ice variables (c, h, and ~u)
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were low-pass filtered using a 21-day running mean.

Table 2.2 Decadal trends of annual sea-ice freshwater fluxes and their uncertainties over the
period 1982 through 2008

Flux
[mSv

dec�1]

�se
[mSv

dec�1]

�t
[mSv

dec�1]

�A
[mSv

dec�1]

�c
[mSv

dec�1]

�h
[mSv

dec�1]

�u
[mSv

dec�1]

�Cfw

[mSv
dec�1]

Southern Ocean:
Transport +9 ±5 ±3.2 ±0.3 ±1.1 ±0.8 ±3.0 ±1.9 ±0.5
Net open ocean +10 ±5 ±3.5 ±0.4 ±1.1 ±0.8 ±3.0 ±2.0 ±0.5
Net coastal ocean �10 ±5 ±3.5 ±0.2 ±1.1 ±0.7 ±3.3 ±1.1 ±0.5
Net continental shelf �3 ±2 ±1.8 ±0.0 ±0.0 ±0.1 ±0.8 ±0.1 ±0.1

Atlantic sector:
Transport �4 ±5 ±4.3 ±0.1 ±0.7 ±0.1 ±1.4 ±0.7 ±0.2
Net open ocean �4 ±5 ±4.4 ±0.1 ±0.7 ±0.1 ±1.4 ±0.7 ±0.2
Net coastal ocean +6 ±6 ±5.7 ±0.1 ±0.7 ±0.0 ±0.6 ±1.8 ±0.3
Net continental shelf +6 ±3 ±2.5 ±0.0 ±0.0 ±0.0 ±0.6 ±1.6 ±0.3

Indian Ocean sector:
Transport �1 ±1 ±1.3 ±0.0 ±0.2 ±0.1 ±0.3 ±0.2 ±0.0
Net open ocean �1 ±1 ±1.3 ±0.0 ±0.2 ±0.1 ±0.3 ±0.2 ±0.0
Net coastal ocean �3 ±2 ±0.9 ±0.0 ±0.2 ±0.1 ±1.1 ±0.7 ±0.1
Net continental shelf +2 ±1 ±0.9 ±0.1 ±0.0 ±0.1 ±0.3 ±0.4 ±0.1

Pacific sector:
Transport +14 ±5 ±3.4 ±0.2 ±0.6 ±0.7 ±1.3 ±2.8 ±0.7
Net open ocean +14 ±5 ±3.4 ±0.3 ±0.5 ±0.7 ±1.2 ±2.9 ±0.7
Net coastal ocean �13 ±5 ±3.6 ±0.2 ±0.5 ±0.6 ±1.9 ±2.3 ±0.7
Net continental shelf �10 ±3 ±2.6 ±0.1 ±0.0 ±0.2 ±1.2 ±1.8 ±0.5
Positive numbers indicate a freshwater flux trend into the ocean or a northward transport trend (1
mSv dec�1 = 103 m3 s�1 per decade). The final uncertainty estimate (95% confidence level) stems
from the standard error of the slope of the regression line (�se), filtering of high-frequency temporal
noise (�t), variations of the zero freshwater flux line (�A), sea-ice concentration (�c), sea-ice
thickness (�h), sea-ice drift (�u), and the freshwater conversion factor (�Cfw), respectively. Bold
numbers indicate a significance of at least a 90% confidence level. See Figure 2.11 for definition of
regions.

2.2.6 Sea-ice freshwater transport

The total northward sea-ice volume transport (m3 s�1) between the coastal and open ocean region
equals the spatial integral of the divergence term in (equation 2.1) in either of the two regions
(Gauss’s Theorem). We chose the open ocean region since there is considerable zonal exchange
between the Indian Ocean and Atlantic sectors (Figure 2.2a) in the coastal region, influencing the
sector based estimates. In the open ocean, this effect is negligible. We used this approach for the
reported transport estimates (Tables 2.1-2.3 and Figures 2.9a-c).

To demonstrate that our main findings are robust on a basin-scale, and not influenced by small
scale noise and local uncertainties, we also calculated the northward sea-ice freshwater transport
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across the latitude bands 69.5� S in the Atlantic sector and 71� S in the Pacific sector (Figure 2.3).
To this end, we averaged sea-ice concentration, thickness, and meridional drift (cn, hn, and vn) in
1� longitude segments (n) along these latitudes and calculated the local freshwater transport Tn

(m3 s�1):
Tn = Cfw cn hn vn �ln. (2.3)

Here �ln denotes the length of the latitude increment n along the boundary and Cfw is defined in
(equation 2.2). Both sectors together show an annual northward freshwater transport of 100±30
mSv with an increase of +8±5 mSv per decade over the period 1982 to 2008 (Figure 2.9d and
Figure 2.3). This compares well with the mean (120±30 mSv) and trend (+9±5 mSv per decade)
of our spatially integrated sea-ice-ocean fluxes in the Pacific and Atlantic (Figures 2.9b-c). We
calculated the spatial pattern of the sea-ice freshwater transport ~f (m2 s�1) as displayed in Figures
2.2a and c through:

~f = Cfw c h ~u. (2.4)

2.2.7 Time-series homogenization

Our analysis and earlier studies (Haumann et al., 2014; Olason and Notz, 2014) revealed major
temporal inhomogeneities in the NSIDC sea-ice drift data set at the transitions between satellite
sensors (Figure 2.8). We argue that these temporal inhomogeneities are linked to the unavail-
ability of the 85/91 GHz channels and sparser data coverage in the earlier years. The drift speed
before 1982 appears underestimated, which is to some extent mitigated by AVHRR data there-
after. From 1982 to 1986, the drift speed is consistent but has a low bias. The drift ramps up in
1987, when the 85 GHz channels became available, and decreases again between 1989 and 1991,
when these channels degraded (Wentz, 1991). A final sudden decrease occurs from 2005 to 2006
when 85 GHz data were not used. We used wind speed data over the sea ice from ERA-Interim
(Dee et al., 2011, section 2.2.1) as an independent data source and scaled it to the sea-ice drift
velocity for comparison (Figures 2.8b). The scaling factor stems from the consistent years in the
period 1988 to 2008 and varies in space and with season (Thorndike and Colony, 1982; Kimura,
2004). This analysis supports our argument that the sea-ice drift speed is underestimated when
the higher resolution 85/91 GHz channels were not available. We note that the meridional drift
seems less sensitive to these inhomogeneities than the total drift, which might be related to a
higher data availability in the central sea-ice pack and is consistent with the lower biases found
in the meridional sea-ice drift.

The spurious increase of the sea-ice velocity would affect our estimated trends if they were
not taken into account (Figures 2.9 and 2.10). Thus, we corrected the annual divergence (equation
2.1) and lateral transport (equations 2.3 and 2.4) for the sensor-related temporal inconsistencies
as follows: We excluded the inconsistent years 1980 and 1981, 1987, 1989 to 1991, 2005, and
2006 from the analysis. To homogenize the years 1982 to 1986 with the years 1988 to 2008, i.e.,
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Figure 2.8 Temporal inhomogeneities in the NSIDC satellite sea-ice drift data: (a) Annual
mean meridional sea-ice drift speed averaged over the entire sea-ice area (sea-ice concentration
>50%). Thick orange lines: spurious trends due to changes in underlying data; black: data corrected
for inconsistencies and used in this study (1982 to 2008). (b) Low-pass filtered (91-day running
mean) sea-ice drift speed averaged over the entire sea-ice area (sea-ice concentration >50%). Gray:
reduced wind speed from ERA-Interim using a reduction factor from the period 1988 to 2008. (a-b)
In color: uncorrected data for each respective underlying satellite instrument combination; dashed
lines: mean over the respective period; black vertical lines: periods of the same underlying channels.
Text denotes the sensors and the frequency of the microwave radiometer channels used. (c) Fraction
of sea-ice covered grid boxes with at least one drift vector observation in a 21-day window and a
75 by 75 km grid box using the non-gridded NSIDC drift data. Colors indicate the contribution of
each sensor and channel. (d) Different combinations of instruments and passive microwave sensor
channels and the related periods underlying the NSIDC sea-ice drift data.
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Figure 2.9 Time series and regions of annual northward sea-ice freshwater transport: Trans-
port from the coastal ocean to the open ocean region in the (a) Southern Ocean (b) Atlantic sector
(c) Pacific sector. (d) Across latitude bands in the Atlantic (69.5� S) and Pacific (71� S) sectors.
Orange: not accounting for inhomogeneities; blue: homogeneous years only; green: homogenized
time series. Corrected or removed years are shaded in gray. Straight lines show the linear regres-
sions for the periods 1982 to 2008 (dashed orange and green), 1982 to 1986 (solid orange), and
1988 to 2008 (homogeneous years only; solid blue).
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remove the spurious trend in 1987, we first calculated linear regression lines prior and after 1987
at each grid point. Then, we added the differences between the end (1986) and start (1988) points
of the regression lines to all years prior to 1987, i.e., assuming a zero change in the year 1987.
Fitting regressions prior and past spurious jumps is a common procedure to homogenize climate
data (Peterson et al., 1998; Aguilar et al., 2003). Here, we used a linear regression that serves the
purpose of computing long-term trends in the time series.

Figure 2.10 Trends of net annual freshwater fluxes associated with sea ice over the period
1982 through 2008 if temporal inhomogeneities in the sea-ice drift data were not considered:
Linear trends of (a) meridional sea-ice freshwater transport and (b) net sea-ice-ocean freshwater flux
from freezing and melting. Arrows (a) denote the trend of the annual transport vectors. Stippled
trends are significant at the 90% level. Thick black lines: zero sea-ice-ocean freshwater flux line
used to divide the coastal from the open ocean regions; thin black lines: continental shelf (1000-m
isobath); gray lines: sea-ice edge (1% sea-ice concentration); green lines: basin boundaries.

To estimate the sensitivity of the trends in northwards sea-ice freshwater transport to un-
certainties associated with the offset correction before 1987 (orange and green, Figure 2.9), we
performed a Monte Carlo analysis by varying the offset and estimating the resulting trends. We
generated 104 normally distributed offsets around our best guess (about 19±5 mSv for the entire
Southern Ocean; Table 2.3). The standard deviation of this distribution was chosen to match the
offset uncertainty that arises from the root-mean-square errors of the trends in each of the two
time intervals 1982 to 1986 and 1988 to 2008. For each of these generated offsets, we then esti-
mated the trends and their significance (Table 2.3). For both the entire Southern Ocean and the
Pacific sector, all sampled offsets yield a positive northward sea-ice freshwater transport trend.
All trends for the Pacific sector and 92% for the entire Southern Ocean are positive and at the
same time significant. Thus, our trend results are insensitive to uncertainties in the applied ho-
mogenization at the 90% confidence level. The posterior uncertainty shows that the uncertainty
associated with the offset has no noticeable effect on the total uncertainty range, i.e., is smaller
than ±1 mSv per decade.
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Table 2.3 Sensitivity of northward sea-ice freshwater transport trend to time periods and
homogenization

Southern
Ocean

Atlantic
sector

Indian
Ocean
sector

Pacific
sector

1992–2004:
Flux trend [mSv dec�1] +4 ±9 �12 ±11 �5 ±3 +21 ±10

1992–2008:
Flux trend [mSv dec�1] +11 ±8 �5 ±9 �2 ±2 +17 ±8

1982–2004:
Flux trend [mSv dec�1] +8 ±5 �6 ±5 �1 ±1 +15 ±6

1982–2008:
Flux trend [mSv dec�1] +9 ±5 �4 ±5 �1 ±1 +14 ±5

1982–2008
Monte Carlo analysis:

Flux offset
before 1987 [mSv] +19 ±5 +13 ±7 +3 ±2 +4 ±5

Probability for trend
of same sign [%] 100 92 78 100

Probability for significant
trend of same sign [%] 92 26 9 100

Posterior trend
uncertainty [mSv dec�1] ±5 ±6 ±2 ±5
Positive numbers indicate a northward freshwater transport trend (1 mSv dec�1 = 103 m3 s�1 per
decade). Bold numbers indicate a significance of the trend of at least a 90% confidence level.
The Monte Carlo analysis is performed for 104 normally distributed sample offsets. Uncertainties
(95% confidence level) stem from the standard error of the slope of the regression line and the data
uncertainty. See Figure 2.11 for definition of regions.

2.2.8 Uncertainty estimation

Uncertainties of local (grid-point based) fluxes and time scales shorter than one year are probably
large, due to potential inconsistencies between the data sets on such scales and an amplification of
the uncertainties by the spatial and temporal differentiations in (equation 2.1). Integrating these
terms in space and time greatly reduces these uncertainties (Tables 2.1 and 2.2). We estimated
uncertainties in our product that are associated with the underlying input variables c, h, and ~u

by using their observationally constrained range from different data sources, including the ap-
plied corrections and filtering as described in the corresponding sections. Additionally, we used
an averaging period of 31 days, instead of 21 days, and, for trends only, an estimate without a
running-mean filter, to obtain uncertainty estimates associated with temporal noise (�t). The
results confirmed that only the annual melting or freezing fluxes, but not the net annual fluxes, are
sensitive to the low-pass filtering as in the latter product the noise is averaged out. The sensitiv-
ity of the spatially integrated values to variations of the zero freshwater flux line is estimated by
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varying the smoothing radius from two to six grid boxes (�A). The uncertainty associated with
the constant conversion factor (�Cfw; equation 2.2) is about 5% when using a realistic range of
values (Timco and Frederking, 1996; Vancoppenolle et al., 2009; Talley, 2013). For the trends
only, we computed the standard error of the slope from the variance of the residuals around the
regression line (�se; Santer et al., 2000). The total uncertainty for both the climatological mean
and the trends was estimated by calculating the root-mean-square of the individual contributions.
This analysis shows that in the Atlantic and Indian Ocean sectors both the uncertainties in the
climatology and trends (Tables 2.1 and 2.2) are dominated by uncertainties in the sea-ice thick-
ness. In contrast, the uncertainty in sea-ice drift dominates the uncertainty in the Pacific sector.
We tested the significance of the trends with a t-test, accounting for the fact that only 21 out
of 27 years were used and for a lag-one auto-correlation (Santer et al., 2000). To indicate the
significance of the trends at grid-point level (Figures 2.2c-d and Figure 2.10), at which the data
uncertainties are unknown, the local root-mean-square of the variance of the residuals was artifi-
cially increased by 40%, approximately corresponding to our data uncertainty estimate in Table
2.2. The quality of our data directly at the coastline and around the sea-ice edge is reduced due to
the limited quality and quantity of the underlying observations in these regions.

2.2.9 Sea-ice freshwater flux evaluation

A modeling study by Abernathey et al. (2016), carried out in parallel to this study, calculated
freshwater fluxes associated with sea-ice formation, melting, and transport in the Southern Ocean
State Estimate (SOSE). This model assimilates a large amount of observational data and optimizes
surface fluxes. They estimated an annual sea-ice-ocean freshwater flux due to sea-ice formation
of �360 mSv over the entire Southern Ocean, which is within our estimated range of �410±110
mSv. Moreover, they estimated that the combined annual sea-ice-ocean freshwater flux due to
sea-ice and snow melting is about 500 mSv. Thus, in their estimate a total of 140 mSv of snow
accumulated on the sea ice. Our estimates partly include snow accumulation on sea ice, because
part of the sea-ice thickness results from snow-ice formation, which we estimated to be about
�50 mSv (section 2.2.3). However, the snow layer on top of the sea ice is not included in our
estimate of the freshwater flux due to sea-ice melting of 460±100 mSv. Abernathey et al. (2016)
estimate that the lateral sea-ice freshwater transport from the density class of CDW to AAIW and
SAMW amounts to 200 mSv in the period between 2005 and 2010. Their estimate slightly differs
from our estimated transport from the coastal to the open ocean that ranges between about 140
mSv and 160 mSv in 2007 and 2008 (Figure 2.9). The reasons might be the slightly different
regions and that their estimate also includes the transport of the snow layer on top of the sea ice.

Given the reduced confidence in the local fluxes (e.g. sea-ice production in coastal polynyas),
it is reassuring that our data agree within our estimated range of uncertainty with previous esti-
mates of mean fluxes for some larger coastal polynya regions (Tamura et al., 2008; Ohshima et al.,
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2013). Our confidence is higher for fluxes integrated over larger regions such as the high-latitude
Ross and Weddell Seas (Figure 2.11). Here our estimates are in close agreement with previous
studies as discussed in the following.

Figure 2.11 Regions used for evaluation of the sea-ice freshwater fluxes: Turquoise shading:
area south of the coastal Ross Sea flux gate (Drucker et al., 2011; Kwok, 2005; Comiso et al.,
2011); dark blue shading: area south of the coastal Weddell Sea flux gate (Drucker et al., 2011);
purple lines: 69.5� S latitude band in the Atlantic sector and 71� S latitude band in the Pacific
sector; black line: smoothed mean zero sea-ice-ocean freshwater flux line dividing the coastal and
open ocean regions; thick gray line: mean sea-ice edge (1% sea-ice concentration); green lines:
basin boundaries.

In the Ross Sea, we estimated that the northward transport from the coastal region across
a flux gate between Land Bay and Cape Adare (turquoise area in Figure 2.11; Kwok, 2005) is
23±5 mSv, increasing by about 30% (or +7±4 mSv) per decade in the period 1992 to 2008.
Based on the same passive microwave data but using a different algorithm for retrieving the sea-
ice motion data, Kwok (2005) and Comiso et al. (2011) found a mean sea-ice area flux across this
flux gate of about 106 km2 between March and November in the periods 1992 to 2003 (Kwok,
2005) and 1992 and 2008 (Comiso et al., 2011), respectively. Using an approximated mean
sea-ice thickness (0.6 m; Comiso et al., 2011; Drucker et al., 2011) and the conversion factor
(equation 2.2), this corresponds to a mean northward freshwater transport of about 19 mSv. In
close agreement with our estimate, these studies found an increase of 30% per decade (about +6
mSv per decade). Using sea-ice motion from the Advanced Microwave Scanning Radiometer-
EOS (AMSR-E), Drucker et al. (2011) estimated that the mean sea-ice area flux between April
and October (2003 to 2008) across the same flux gate is about 9.3·105 km2 corresponding to a
freshwater transport of about 23 mSv. Based on the same data but using an alternative approach
(Martin et al., 2007), they found that the total sea-ice production in all Ross Sea polynyas together
was about 737 km3 between April and October (2003 to 2008), corresponding to a sea-ice-ocean
freshwater flux of �31 mSv. This estimate is similar to the total production of about �36±7
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mSv south of the flux gate in our data set, because most of the sea-ice production of this region
occurs in the polynyas (Drucker et al., 2011). Using passive microwave data, the Drucker et al.
(2011) found an increase of the production in the Ross Sea polynyas of 28% per decade between
1992 and 2008. A modeling study by Assmann and Timmermann (2005) found a net annual sea-
ice-ocean freshwater flux due to melting and freezing of �27 mSv on the continental shelf in the
Ross Sea, which is in agreement with our estimate of �23±5 mSv. They also found a long-term
(unquantified, see their Figure 9b) decrease of the net annual sea-ice-ocean freshwater flux over
the Ross Sea continental shelf in the period 1963 to 2000, which is qualitatively in line with our
results.

In the Weddell Sea, the northward sea-ice area flux across a flux gate close to the 1000-m
isobaths (blue area in Figure 2.11) has been found to be 5.2·105 km2 based on AMSR-E data
between April and October (2003 to 2008; Drucker et al., 2011). Using an approximated mean
sea-ice thickness (0.75 m; Drucker et al., 2011) and the conversion factor (equation 2.2), this
corresponds to a mean northward freshwater transport of about 16 mSv. This agrees well with
our estimate of an annual northward transport of 16±4 mSv for the same years and the same
region. Similar to the Ross Sea, the production in the major polynyas of the Weddell Sea was
estimated (Drucker et al., 2011). However, in the Weddell Sea, a large fraction of the sea-ice
transported across the flux gate is not produced in the coastal polynyas (Drucker et al., 2011), i.e.,
we cannot directly compare our large-scale estimate to the sea-ice production in the polynyas.
In the same study, based on passive microwave data, Drucker et al. (2011) found a small, but
insignificant long-term decrease of the sea-ice production in the Weddell Sea polynyas between
1992 and 2008, which is qualitatively consistent with our findings in the Atlantic sector. For a
much larger area in the Weddell Sea, a modeling study by Timmermann et al. (2001) estimated an
annual northward sea-ice freshwater transport of about 34 mSv and another observational study
by Harms et al. (2001), mostly based on moorings and wind speed, estimated that this flux is as
large as about 38±15 mSv. These estimates agree well with our finding of an annual northward
freshwater transport of 41±18 mSv across the 69.5� S latitude band, which is approximately their
considered transect.

2.2.10 Sea-ice freshwater transport based on ERA-Interim data

To support our findings, we quantified changes in sea-ice motion induced by changes geostrophic
winds (Thorndike and Colony, 1982; Kottmeier and Sellmann, 1996; Harms et al., 2001; Kimura,
2004) from daily ERA-Interim (Dee et al., 2011) sea-level pressure and surface air temperature
(section 2.2.1). We averaged the data over 1� longitudinal segments along the previously defined
latitude bands (Figure 2.3), computed 21-day running means, and smoothed the data spatially over
7 longitude bins. Then, we calculated the sea-level pressure gradients along the latitude bands and
used these together with the atmospheric surface density to estimate geostrophic winds normal to
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the latitude bands (Thorndike and Colony, 1982; Kottmeier and Sellmann, 1996). From these, we
calculated the sea-ice drift speed using a drift-to-wind-speed ratio of 0.016, derived from drifting
buoys in the central Weddell Sea (Thorndike and Colony, 1982; Kottmeier and Sellmann, 1996).
This parameter is strongly variable in space and time, which is a major uncertainty in the resulting
sea-ice drift. Nevertheless, it provides an average estimate for the mostly free drifting sea ice in
the central Antarctic sea-ice pack (Thorndike and Colony, 1982; Kottmeier and Sellmann, 1996).

The resulting northward sea-ice freshwater transport (equation 2.3) is independent in terms
of the sea-ice drift but not in terms of the sea-ice concentration and thickness. We used anomalies
(at each 1� increment) since the absolute values of the local transport are likely biased by local
influences of ocean currents and sea-ice properties. The resulting total annual anomalies of the
northward sea-ice freshwater transport agree well in terms of variability and long-term trend
with the transport anomalies based on the satellite sea-ice drift (+8 mSv per decade; Figure 2.3).
These estimates do not suffer from the temporal inhomogeneities that we identified in the satellite
sea-ice drift data (section 2.2.7).

2.2.11 Sea-ice contribution to ocean salinity

We determined the evolution of ocean salinity s (g kg�1) in response to a given surface freshwater
flux F (m3 s�1) from a combination of mass and salt balances. The mass balance for a given,
well-mixed ocean surface box of volume V and density ⇢ reads:

d⇢V

dt
= ⇢inQin + ⇢fwF � ⇢Qout, (2.5)

where Qin and Qout (m3 s�1) are the volume fluxes of seawater in or out of the box, ⇢in (kg m�3)
is the respective density. In a steady state, the above equation 2.5 yields:

⇢inQin = ⇢Qout � ⇢fwF. (2.6)

The corresponding salt balance reads:

⇢V
ds

dt
= ⇢inQinsin � ⇢Qouts. (2.7)

We assumed the same constant source water salinity sin = ssw and freshwater density ⇢fw as in
equation 2.2, and used a constant reference density (⇢ = 1027 kg m�3). Moreover, we used the
formation rate of the modified water mass as the volume flux of seawater out of the surface box
(Qout = Q). Then, substituting equation 2.6 in 2.7 yields:

⇢V
ds

dt
= (⇢Q� ⇢fwF )ssw � ⇢Qs. (2.8)
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In a steady state, this results in an equation that describes the modified salinity s:

⇢Qs = (⇢Q� ⇢fwF )ssw. (2.9)

Using s = ssw + �s, where �s is the salinity difference between the source and modified water
masses, equation 2.9 reduces to:

�s = �⇢fwsswF

⇢Q
. (2.10)

We used net water-mass transformation rates (Q) of 29 Sv between CDW and AABW and 13 Sv
between CDW and AAIW/SAMW (Talley, 2013). Figure 2.1a illustrates the results and shows
the zonal mean ocean salinity and density distribution (Ingleby and Huddleston, 2007) for com-
parison.

Assuming that +130±30 mSv of freshwater enter CDW through northward sea-ice fresh-
water transport, the salinity modification (according to equation 2.10) is �0.33±0.09 g kg�1.
The uncertainty includes a ±2 Sv uncertainty in the water-mass formation rate. In observations,
the salinity difference between CDW and AAIW and SAMW ranges from about �0.3 to �0.5
g/kg (Talley, 2013). Thus, northward freshwater transport by sea-ice could explain the majority
of the salinity modification, consistent with very recent findings (Abernathey et al., 2016) and a
mixed-layer salinity budget (Ren et al., 2011).

Similarly, we calculated the contribution of �130±30 mSv of freshwater removed from
coastal regions due to northward sea-ice transport to the salinity modification (equation 2.10) be-
tween CDW and AABW, obtaining an increase of +0.15±0.06 g kg�1. The uncertainty includes
a ±7 Sv uncertainty in AABW formation. However, observed salinity differences between the
CDW and AABW are generally small or even of opposite sign (Jacobs, 2004). This is the result
of a compensating effect between a sea-ice driven salinification and a freshening from glacial and
atmospheric freshwater. Freshwater fluxes from land ice through basal and iceberg melting are
about +46±6 mSv and +42±5 mSv, respectively (Depoorter et al., 2013). Assuming that roughly
60% of the icebergs melt in the coastal regions (Silva et al., 2006), a total of about +70 mSv are
added from the land ice to the coastal ocean, corresponding to a freshening of about �0.08 g kg�1

or a compensation of the sea-ice freshwater flux of about 55% in AABW. We estimated from the
ERA-Interim atmospheric reanalysis data (Dee et al., 2011) that the net atmospheric freshwater
flux in the coastal region is about +80 mSv, corresponding to a freshening of about �0.09 g
kg�1. The resulting net salinity change in coastal waters from sea-ice, atmospheric, and land-ice
freshwater fluxes is almost zero (�0.02 g kg�1). Such a compensation of the freshwater fluxes in
coastal regions was noticed previously (Jacobs et al., 1985; Timmermann et al., 2001). We note
that large regional variations of these fluxes have been reported (Meredith et al., 2010; Depoorter
et al., 2013).

To estimate the temporal salinity changes at the surface and in newly formed AAIW and
SAMW, we assumed a constant water-mass formation rate Q, and that the freshwater flux and
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ocean salinity consist of a climatological value plus a time-dependent perturbation (F + F 0 and
s+ s0, respectively). Then, equation 2.8 yields:

⇢V
ds0

dt
= ⇢Qssw � ⇢fwsswF � ⇢Qs� ⇢fwsswF

0 � ⇢Qs0. (2.11)

As the climatological fluxes are in steady state, the first three terms on the right side in equation
2.11 cancel according to equation 2.9, resulting in:

⇢V
ds0

dt
= �⇢fwsswF

0 � ⇢Qs0. (2.12)

We approximated the freshwater-flux perturbation by our estimated trend (F 0 = at), and rear-
ranged the terms resulting in a first order linear differential equation:

ds0

dt
+

Q

V
s0 = �⇢fwsswa

⇢V
t. (2.13)

Integration in time yields an expression for the time-dependent evolution of the salinity perturba-
tion:

s0 = �⇢fwsswa

⇢Q

✓
t� V

Q
+

V

Q
e�

Q
V t

◆
. (2.14)

To obtain an estimate of the salinity trend at a given time t, we substituted equation 2.14 into
2.13:

ds0

dt
=

⇢fwsswa

⇢Q

⇣
e�

Q
V t � 1

⌘
. (2.15)

The equilibrium response of the system, i.e., the long-term trend after several years of perturbation
is:

lim
t!1

ds0

dt
= �⇢fwsswa

⇢Q
. (2.16)

Using our estimated sea-ice freshwater transport trend of +9±5 mSv per decade and a water-mass
formation rate as above, we obtained an equilibrium freshening rate of �0.023±0.014 g kg�1 per
decade (green in Figure 2.12b), which is valid for sufficiently large Qt/V .

Figure 2.12b (purple and blue; using equation 2.14) shows that if we assumed that the trend
started in 1982, there would be a delayed response lowering the mean salinity trend estimate de-
pending on V . We thus tested the sensitivity of the trend to V , which corresponds to the upper
150 m between the zero sea-ice-ocean freshwater flux line and the Subantarctic Front (Figure
2.12a Orsi et al., 1995), which is the source region of AAIW. The circumpolar V of about 5·106

km3 results in a mean salinity trend (using equation 2.14) of �0.014±0.008 g kg�1 per decade
between 1982 and 2008 (purple). However, AAIW formation does not occur in a circumpolar
belt but mostly in the south-eastern Pacific and south-western Atlantic, i.e., on either side of
Drake Passage (England et al., 1993; Talley, 1996; Sloyan and Rintoul, 2001a; Iudicone et al.,
2007; Hartin et al., 2011). Assuming that most of the water is modified in this region and further
downstream in the South Pacific (England et al., 1993; Iudicone et al., 2007; Hartin et al., 2011),
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Figure 2.12 Contribution of sea-ice freshwater flux trends to ocean salinity: (a) Map showing
the regions used for the estimation of salinity changes due to sea-ice freshwater fluxes. Blue lines:
sector important for AAIW formation (167 E to 23 W); purple line: Subantarctic Front (Orsi et al.,
1995); black line: smoothed mean zero freshwater flux line dividing the coastal and open ocean
regions; thick gray line: mean sea-ice edge (1% sea-ice concentration). (b) Salinity response to a
freshwater flux perturbation using the long-term equilibrium response (green) and using a delayed
response starting in 1982 for a circumpolar reference volume (5⇥106 km3; purple), or for the region
of most AAIW formation (2⇥106 km3; blue). Dashed lines: respective asymptotic equilibrium
response; black lines: respective current trends; gray shading: approximate observed long-term
trend in AAIW (Wong et al., 1999; Böning et al., 2008; Helm et al., 2010). (c) Observed long-
term sea-surface salinity trends. Data from Durack et al. (2012); Durack and Wijffels (2010, http:
//www.cmar.csiro.au/oceanchange; 1950 to 2000)).

we estimated a second, somewhat smaller V of about 2·106 km3 (blue). The sea-ice freshwater
transport trend into this reference volume is about +8±5 mSv per decade (Figures 2.2c-d), re-
sulting in a mean salinity trend (using equation 2.14) of �0.018±0.010 g kg�1 per decade (blue).
Since a certain amount of freshwater is transported eastward, out of this sector (blue), the mean
trend of the delayed response lies somewhere in between the estimates based on the two different
reference volumes (blue and purple).

It is unlikely that the trend started exactly in 1982. Thus, the actual salinity response will fall
between our estimated delayed response and the equilibrium response. For the range of values in
the discussion above, the deviations of the freshening rate due to effects of delay and variations in
reference volume are much smaller than the actual magnitude of the trend itself. We thus conclude
that the overall mean freshening rate of newly formed AAIW and the surface waters advected
northward across the Subantarctic Front into SAMW due to the changes in sea-ice freshwater
transport is about �0.02±0.01 g kg�1 per decade (Figure 2.1b).

http://www.cmar.csiro.au/oceanchange
http://www.cmar.csiro.au/oceanchange
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Chapter 3

A regional model of the Southern Ocean⇤

From an oceanographic perspective, the Southern Ocean is probably the most challenging
region to model. This challenge manifests itself in the relatively poor performance of many state-
of-the-art ocean circulation models in the Southern Ocean. In this region, global climate models
exhibit their largest biases and inter-model disagreements. Among these issues in the models
are the representation of ocean water masses (Downes et al., 2010, 2011; Heuzé et al., 2013,
2015; Sallée et al., 2013b), ocean circulation (Meijers et al., 2012; Downes and Hogg, 2013;
Farneti et al., 2015), surface ocean mixed layer (Sallée et al., 2013a), sea-ice cover (Turner et al.,
2013; Mahlstein et al., 2013; Haumann et al., 2014), surface fluxes (Majkut et al., 2014; Frölicher
et al., 2015; Kessler and Tjiputra, 2016), and atmospheric circulation (Swart and Fyfe, 2012;
Bracegirdle et al., 2013; Hosking et al., 2013). These issues do not only occur in the simulated
mean states, but are also pronounced in the models’ simulated responses to changes in the climate
system. Since the Southern Ocean plays a pivotal role in the climate system (chapter 1), the
relatively large inter-model spread and biases induce large uncertainties in future projections and
our understanding of past changes. To better understand the sensitivity of the Southern Ocean
to changes in the climate system, I here intend to obtain a model that reproduces the present-day
Southern Ocean’s water mass structure and circulation as closely as possible and is constrained by
fluxes at the boundaries (section 3.5). Nevertheless, biases will remain and have to be considered
carefully (section 3.7). Changes in the climate system can then be imposed on the model by
varying the boundary conditions (chapters 4 and 5).

In many respects the requirements for a model of the Southern Ocean region differ from the
rest of the globe. One particular reason is its unique topographic setting without zonal boundaries,
large meridional gradients, and relatively weak vertical gradients. This setting induces strong
flows and high levels of baroclinic instabilities. Global climate models typically do not resolve
the resulting meso-scale turbulent flow. More recently, eddy-resolving ocean components have

⇤Parts of this chapter are part of a manuscript in preparation for Journal of Climate (see chapter 4)
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been investigated in coupled global climate models (e.g. Dufour et al., 2015; Morrison et al.,
2016) at a high computational cost. In order to reduce the computational cost, I will here apply
a regional model described in section 3.1, with enhanced spatial resolution in higher latitudes
(section 3.4). However, regional models have the challenge that they are influenced by the lateral
boundary conditions, which have to be chosen and implemented carefully (section 3.5.5). Another
major challenge stems from the generally weak or even inverted vertical gradients in temperature,
salinity, and density in the Southern Ocean. They often violate a general assumption in ocean
circulation models that horizontal motions are much larger than vertical motions and therefore
fully rely on the parameterization of vertical processes rather than effectively solving the vertical
equations of motion and transport (Griffies et al., 2000a). Such parameterizations of the surface
and bottom boundary layers, as well as convective processes can hence induce large biases if they
are not accurately adapted for the use in the Southern Ocean. They must be able to deal with a
very large amplitude of the seasonal cycle that ranges between very stable conditions and shallow
mixed layers in summer and marginally stable or unstable conditions and deep mixed layers in
winter. I will discuss these issues in section 3.2.

Due to the weak stratification and the very thin isolating sea-ice layer that separates the cold
atmosphere from the relatively warmer ocean, small inaccuracies in either the atmosphere, ocean,
or sea ice can lead to strong amplifications of biases (e.g. Goosse et al., 1999; Goosse and Fichefet,
1999; Stössel et al., 2002, 2011, 2015; Timmermann and Beckmann, 2004; Mathiot et al., 2012;
Kjellsson et al., 2015). Prescribing the surface fluxes rather than using a coupled model, can
alleviate some of these problems (e.g. Treguier et al., 2010; Downes et al., 2015). Yet, the atmo-
spheric fluxes are poorly constrained due to the limited availability of observational data espe-
cially in the sea-ice region (Speer et al., 2012; Bourassa et al., 2013), also leading to large biases
in forced simulations. Biases induced by the forcing can be further reduced by an assimilation
of ocean and sea-ice observational data (Mazloff et al., 2010; Cerovečki et al., 2011; Massonnet
et al., 2013; Barth et al., 2015). In this study, I will use a novel approach and prescribe all surface
fluxes, i.e. the atmospheric (section 3.5.1), sea-ice (section 3.5.2), and land-ice (section 3.5.3)
forcing. This approach has the advantage of strongly constraining the model and, at the same
time, enables to study the ocean response to changes in the prescribed forcing, which is the pur-
pose of this thesis. However, it also implies that feedbacks in the system cannot be studied and
that long-term changes are dependent on the forcing.

First, this chapter deals with the numerical representation of physical (sections 3.1, and 3.2)
and biogeochemical (section 3.3) processes in the model. Then, I will describe the model domain,
topography, and spatial grid (section 3.4), which is followed by a description of the forcing at
surface and lateral boundaries (section 3.5) and by a description of model initialization, spin-up,
and drift (section 3.6). Finally, I will provide a detailed evaluation of the model’s mean state using
observational data (section 3.7) and a summary of the current state of the model (section 3.8).
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3.1 The Regional Ocean Modeling System (ROMS)

In this thesis, I model the Southern Ocean using the regional, forced, ocean circulation model
ROMS (Regional Ocean Modeling System; Shchepetkin and McWilliams, 2003, 2005, 2009a).
It numerically solves the set of primitive equations that describes the physics of the ocean (cf.
Cushman-Roisin and Beckers, 2011), consisting of the mass and momentum budgets, the equation
of state for seawater, and conservation equations for tracers such as temperature and salinity.
These equations are discretized in an orthogonal, curvilinear coordinate system in the horizontal
direction and a stretched, terrain-following coordinate system in the vertical direction (Song and
Haidvogel, 1994; Shchepetkin and McWilliams, 2003, 2005).

ROMS originates from many previous advances in terrain-following models. Among the pre-
decessors of ROMS (Shchepetkin and McWilliams, 2005) are the Princeton Ocean Model (POM;
Blumberg and Mellor, 1987), the S-coordinate Primitive Equation Model (SPEM; Haidvogel
et al., 1991; Haidvogel and Beckmann, 1999), and the S-Coordinates Rutgers University Model
(SCRUM; Song and Haidvogel, 1994). Compared to these models, Shchepetkin and McWilliams
(2005) advanced the mode-splitting and time-stepping (see also section 3.1.2). These advances
allow for much larger time steps and thus ROMS is computationally much more efficient than its
predecessors and can be used for larger scale, high-resolution applications.

There are multiple versions of ROMS that are supported by different institutes. The version
that I am using in this thesis is the UCLA-ETH version and ”ROMS” always refers to this ver-
sion if not explicitly stated otherwise. This version includes most recent developments of the
original UCLA version (Marchesiello et al., 2003; Shchepetkin and McWilliams, 2003, 2005,
2011; McWilliams et al., 2009; Lemarié et al., 2012b; Shchepetkin, 2015) as well as some com-
plementary routines developed or coupled at ETH Zürich. The latter developments include the
coupling of ROMS to biogeochemical-ecological models such as the nitrogen based Nutrient-
Phytoplankton-Zooplankton-Detritus (NPZD) model (Gruber et al., 2006), and the Biological
Elemental Cycling (BEC) model (Moore et al., 2004; Jin et al., 2008; Moore et al., 2013; Yang
and Gruber, 2016, see section 3.3 for details). In this chapter, I will describe some further devel-
opments that are necessary to apply ROMS in the Southern Ocean (see sections 3.2, 3.5.2, 3.5.3,
3.5.1).

So far, ROMS has mostly been used to study coastal systems (e.g. Gruber et al., 2006, 2011;
Lachkar and Gruber, 2011, 2013; Turi et al., 2014, 2016; Frischknecht et al., 2015). In the South-
ern Ocean, Byrne et al. (2014) applied ROMS in the South Atlantic region. This application
showed that ROMS reproduces complex dynamical features of the Southern Ocean reasonably
well. However, these simulations were only run on very short temporal and smaller spatial scales
and are thus strongly controlled by the initial and boundary conditions. So, they essentially differ
from the application in my thesis.
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A number of studies have been carried out with the Rutgers version of ROMS (Shchep-
etkin and McWilliams, 2005; Haidvogel et al., 2008; Shchepetkin and McWilliams, 2009b) in the
Southern Ocean by Dinniman et al. (2003, 2007, 2011, 2012). They showed that the model is
able to reproduce a realistic circulation on the continental shelf regions in the Ross Sea (Dinni-
man et al., 2007, 2011) and the western side of the Antarctic Peninsula (Dinniman et al., 2011).
Yet, these studies are very regional as well and confined to the shelf region. Some larger scale
studies were carried out with the Bremerhaven Regional Ice Ocean Simulations model (BRIOS;
Beckmann et al., 1999), which is a descendent of SPEM and therefore related to ROMS. BRIOS
simulates a realistic water-mass structure and sea-ice cover in the Weddell (Beckmann et al.,
1999; Timmermann et al., 2001; Schodlok et al., 2002) and Ross Seas (Assmann and Timmer-
mann, 2005), providing reasonable grounds to believe that realistic large-scale applications in the
Southern Ocean can be achieved with a terrain-following coordinate model.

3.1.1 Terrain-following coordinate system

The vertical coordinate system of ROMS is the pivotal difference to other commonly used ocean
circulation models, i.e. z-level or isopycnal coordinates, and characterizes most of the advantages
and disadvantages compared to these other models (Chassignet et al., 2000; Griffies et al., 2000a;
Willebrand et al., 2001). Thus, in the following, I will first review the implications of using a
terrain-following vertical coordinate system for modeling the Southern Ocean as a whole.

Terrain-following coordinate systems have historically been developed in ocean circulation
models to study coastal regions. This is owing to their advantage of having an increasing vertical
resolution as the water column shoals (Figure 3.2). In the high-latitude Southern Ocean, the
high vertical resolution of the continental shelf waters and the natural representation of terrain-
following, density-driven bottom flows allows, in principal, for a realistic production of AABW
in such coordinate systems (Beckmann et al., 1999; Timmermann et al., 2001, 2002; Schodlok
et al., 2002; Assmann and Timmermann, 2005; Rodehacke et al., 2007). In z-level models, i.e.
in most global climate models, an accurate representation of AABW is a key issue. Often, they
form only little or no AABW on the continental shelf or unrealistically produce AABW through
open-ocean deep convection (Doney and Hecht, 2002; Heuzé et al., 2013), which leads to strong
deviations in the Southern Ocean hydrography and circulation (Heuzé et al., 2013; Stössel et al.,
2015). More recently, overflow parameterizations are developed to resolve such issues in z-level
models (Chassignet et al., 2014; Snow et al., 2015). Isopycnal models only accurately represent
AABW if the reference density is set deep enough (about 2000 m; Chassignet et al., 2003). As
a consequence, models with terrain-following coordinates, such as ROMS, should in principle
be ideal to study the formation of AABW and should provide an accurate representation of the
deep-ocean water masses in the Southern Ocean, if a realistic surface forcing and surface mixing
scheme were provided.
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While having advantages that favor the representation of coastal regions and AABW forma-
tion in a terrain-following coordinate system, there are major disadvantages or challenges that
have historically prevented the ocean modeling community from applying such models to large
scales such as the deep-ocean basins and decadal to centenial time-scales (Barnier et al., 1998;
Chassignet et al., 2000; Griffies et al., 2000a; Willebrand et al., 2001). The apparent challenges
mostly arise from the stretching and tilting of the vertical coordinates as moving from the shallow
coastal regions to the deeper ocean interior. These challenges, and approaches to mitigate them,
have also been pointed out in a few existing basin-wide applications of ROMS in the Atlantic
(Haidvogel et al., 2000) and the Pacific (Marchesiello et al., 2009; Lemarié et al., 2012b) and
need consideration when modeling the Southern Ocean basin.

One major challenge is that, as the ocean gets deeper towards the interior basin, the vertical
resolution in the surface ocean mixed layer decreases leading to a poorer representation of surface
processes (Griffies et al., 2000a; Shchepetkin, 2005). In ROMS, this problem has partly been
mitigated by introducing vertical stretching functions that enhance the resolution towards the
surface and result in so-called vertical S-coordinates (Song and Haidvogel, 1994; Haidvogel and
Beckmann, 1999; Haidvogel et al., 2000; Shchepetkin and McWilliams, 2003). An accurate
representation of surface mixed layer processes in the Southern Ocean is sensitive to the vertical
resolution at the surface and therefore to the choice of these stretching functions (see sections
3.4.2 and 3.7).

Several other challenges arise from the crossing of the terrain-following vertical coordinates
with geopotential and isoneutral surfaces. On larger temporal and spatial scales, this interfer-
ence can lead to numerical errors in the pressure gradients and the advection and diffusion of
tracers. In small, regional domains this is less of a problem because water masses are renewed
at the open boundary. However, in basin scale applications and over long-term integrations, as
I attempt here, this effect can induce model drift and a degradation of the ocean interior water
masses (Barnier et al., 1998; Marchesiello et al., 2009; Lemarié et al., 2012b). In ROMS, the
pressure gradient errors have largely been mitigated by new numerical schemes (Shchepetkin and
McWilliams, 2003). The second problem is that the crossing between vertical coordinate system
with isoneutrals causes numerical, dianeutral mixing induced by higher order, diffusive tracer
advection schemes, referred to as spurious mixing (Marchesiello et al., 2009). Such an advection
scheme, i.e. a third-order upwind-biased advection scheme, is used in ROMS (Shchepetkin and
McWilliams, 1998).

There are several ways one can mitigate spurious mixing to an acceptable level: One possible
option is to reduce the angle between the vertical coordinates and the isoneutrals by smoothing
of the topography with the drawback of losing realism. Another option is to increase resolution,
which reduces errors associated with the finite differencing but increases the computational cost.
A third option is to numerically split a hyperdiffusive part from the actual advection and rotate
it in an isoneutral direction (Marchesiello et al., 2009; Lemarié et al., 2012b,a). The latter new
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development is implemented in ROMS but requires more testing and is currently not compatible
with the version I use in this thesis. Instead, I mitigate spurious mixing and pressure gradient
errors by applying a more extensive topographic smoothing (section 3.4.3), and using a higher
resolution than previous basin-scale applications (Marchesiello et al., 2009; Lemarié et al., 2012b,
section 3.4.1). However, future efforts should be made to use the isoneutral advection scheme in
this model setup and other basin-wide application of ROMS (Lemarié et al., 2012b).

In z-level models, numerical pressure gradient errors are not an issue as the isosurfaces of
the model grid mostly align with geopotential surfaces. However, spurious diapycnal mixing
can be problematic in z-level models (Griffies et al., 2000b), especially in higher latitudes due
to the sloping isoneutrals in these regions, leading to a degradation of both AABW and AAIW
in the interior ocean. A good representation of interior water masses in the Southern Ocean
that is not influenced by spurious mixing can be obtained using isopycnal models (Hallberg and
Gnanadesikan, 2006). However, their resolution decreases as stratification weakens, which is the
disadvantage of using isopycnal models in the Southern Ocean.

3.1.2 Momentum & tracer equations

In the horizontal, the state variables in ROMS are staggered on an Arakawa-C grid. As a conse-
quence, all tracers are situated in the center of the grid cell and the velocity components on the
respective grid cell edges (Arakawa and Lamb, 1977; Haidvogel and Beckmann, 1999; Griffies
et al., 2000a). The horizontal momentum equations in ROMS are solved in a split-explicit
time-stepping scheme (Shchepetkin and McWilliams, 2005, 2009a), which separates the faster
barotropic mode from the slower baroclinic mode. Thus, the model calculates the evolution of the
depth-integrated flow, i.e. the barotropic mode, at a much faster time step (here chosen as 70 times
the slow time step) than the vertical deviations from the barotropic flow, i.e. the baroclinic mode,
and all other processes. The baroclinic momentum and tracer equations are advanced in time us-
ing a leap-frog predictor sub-step followed by a third-order accuracy Adams-Moulton corrector
sub-step. Mode coupling only occurs for the corrector sub-step (Shchepetkin and McWilliams,
2005, 2009a).

ROMS has a free surface (Shchepetkin and McWilliams, 2005); hence it is able to resolve the
evolution of the surface elevation and the barotropic gravity waves, which are about two orders
of magnitude faster than the baroclinic waves (Griffies et al., 2000a). This approach has several
advantages over the rigid-lid and implicit free-surface methods (Killworth et al., 1991; Griffies
et al., 2000a; Shchepetkin and McWilliams, 2005): Among these are a better numerical stability
and flow characteristics over rough topography, a straightforward implementation of the input of
freshwater, and computational efficiency.

The formulation of the vertical momentum equation assumes hydrostatic balance (cf. Cushman-
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Roisin and Beckers, 2011). Even though the hydrostatic approximation is commonly used in
ocean circulation models, it is clearly a disadvantage in applications in the Southern Ocean. Here,
due to the low static stability, the water-mass structure and circulation are sensitive to vertical
motions like coastal (Jacobs et al., 1985; Ohshima et al., 2013; Gordon et al., 2015) and open-
ocean convection (Gordon, 1991; Martinson, 1991; Marshall and Schott, 1999) or small-scale salt
plumes from the formation of sea ice (Duffy and Caldeira, 1997; Duffy et al., 1999; Nguyen et al.,
2009). All these processes should ideally be represented in a model of the Southern Ocean and
have to be parameterized in a hydrostatic model (cf. section 3.2).

Kanarska et al. (2007) developed a non-hydrostatic version of ROMS. However, this version
is computationally more expensive and requires a much higher vertical resolution. Additionally,
it has not yet been extensively validated in realistic oceanographic studies and many additional
numerical challenges arise from the implementation that might introduce new numerical errors.
Consequently, I am not yet able to apply this non-hydrostatic version to a basin-wide study of the
Southern Ocean.

3.1.3 Equation of state

As most models in geophysical fluid dynamics, ROMS makes use of the Boussinesq approxi-
mation, which states that deviations of density around a reference density ⇢0 (here I chose ⇢0 =
1027 kg m�3) are small (cf. Cushman-Roisin and Beckers, 2011). This approximation entails the
assumption of sea-water incompressibility. Yet, there is an exception implemented in ROMS to
reduces errors in the mode splitting due the Boussinesq approximation. This correction is done by
accounting for the compression induced by vertical pressure changes in the barotropic mode (op-
tion “SPLIT EOS”; Shchepetkin and McWilliams, 2009a, 2011). Consequently, ROMS provides
an intermediate solution of using all the numerical advantages resulting from the Boussinesq
approximation and correcting for the major errors associated with this assumption (Dukowicz,
2001). Despite these simplifications of density effects, ROMS calculates the full, non-linear
equation of state (Jackett and Mcdougall, 1995; Shchepetkin and McWilliams, 2003, 2011). It
should be noted that this version does not correspond to the newest formulation of the equation
of state (TEOS10, IOC, SCOR, and IAPSO, 2010). The resulting in situ density enters the cal-
culation of the pressure gradient, the barotropic mode, the static stability, the surface buoyancy
forcing (Shchepetkin and McWilliams, 2011), and the double diffusion (Large et al., 1994).

Particularly important to my study is an accurate representation of the equation of state in
the calculation of the static stability (see section 1.3.2). Several stability effects result from the
non-linearity of the equation of state in the Southern Ocean: Firstly, the density stratification is
much more sensitive to salinity changes at low temperatures (Sigman et al., 2004; de Boer et al.,
2007). Secondly, non-linearity effects like thermobaricity and cabbeling are important factors for
water-mass transformation (McDougall, 1987; Stewart et al., 2016). McPhee (2003) argues that
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thermobaricity, i.e. the pressure dependence of the thermal expansion coefficient, might be an
important trigger for convective events in the the Southern Ocean. Cabbeling, i.e. the mixing of
two water parcels of the same density but with different temperature and salinity and a heavier
resulting density, is thought to be an important factor for the formation of AAIW and SAMW
(Iudicone et al., 2008; Urakawa and Hasumi, 2012). However, whether or not such effects are
accurately represented in ROMS does not only depend on the formulation of the equation of state
in the model but also on the formulation of mixing and convective processes (McDougall, 1987;
Ilicak et al., 2012). Nevertheless, a future update of the equation of state to the newest and most
accurate formulation (TEOS10, IOC, SCOR, and IAPSO, 2010) might improve the representation
of water masses in the model.
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3.2 Mixing processes

Numerical models of the ocean generally resolve the ocean circulation and variations of proper-
ties on large temporal and spatial scales. Processes that cannot be resolved in these models are
often parameterized. The most critical unresolved processes are sub-grid-scale turbulence occur-
ring in the vertical (sections 3.2.2 and 3.2.1) and horizontal (section 3.2.3) , as well as vertical
convection due to static instabilities. Other commonly parameterized mixing processes are dou-
ble diffusion or internal wave breaking (section 3.2.1). In ROMS, vertical mixing processes are
parameterized through K-theory (cf. Stull, 1988). This first-order closure scheme suggested by
Large et al. (1994) approximates mixing processes through the product of the vertical gradient
of momentum and tracers and the corresponding local eddy viscosity and diffusivity coefficients.
Eddy diffusivity coefficients are calculated separately for temperature and for salt and all other
tracers. This mixing scheme treats the oceanic surface and bottom boundary layer (section 3.2.2)
and mixing in the ocean interior (section 3.2.1) separately.

As my thesis focuses on the relation between stratification and vertical exchange of tracers,
an accurate representation of processes associated with mixing are critical. On the one hand, they
determine the exchange of tracers such as carbon and nutrients between the surface and subsur-
face ocean (Gargett, 1991; Bopp et al., 2015). On the other hand, mixing processes determine
the transformation of water masses in the Southern Ocean, i.e. the upwelling of CDW and the
subduction of AABW, AAIW, and SAMW, and consequently the ventilation of the subsurface
ocean (Orsi et al., 1999; Sloyan and Rintoul, 2001a; Jacobs, 2004; Iudicone et al., 2008; Urakawa
and Hasumi, 2012). Consequently, it is an important contributor to the overturning circulation
(Sloyan and Rintoul, 2001b; Lumpkin and Speer, 2007; Ito and Marshall, 2008; Marshall and
Speer, 2012). Surface and subsurface mixing processes are also essential for setting up the typi-
cal hydrographic structure with its pronounced halocline, which is determined by a subtle balance
between the surface buoyancy fluxes and vertical mixing and advection processes at the bottom
of the surface mixed layer (Gordon and Huber, 1984; Gordon, 1991; Martinson, 1990, 1991, see
also section 1.3.2). This important role that mixing plays for the vertical exchange in the Southern
Ocean mostly stems from the combination of a low static stability with strong turbulent shear and
wind-driven stirring.

3.2.1 Vertical interior ocean mixing

ROMS first calculates the vertical eddy viscosity and diffusivity for the entire water column in
absence of the surface and bottom boundary layers. Following Large et al. (1994), these values
are the sum of the corresponding contributions from turbulent shear, convection, double diffu-
sion, and internal wave breaking. The latter dominates the kinetic energy spectrum at very small
scales in the interior ocean (Wunsch and Ferrari, 2004; Ferrari and Wunsch, 2009; Nikurashin
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et al., 2012) and is parameterized in ROMS as suggested by Large et al. (1994) with a constant
background vertical viscosity of 10�4 m2 s�1 and diffusivity of 10�5 m2 s�1. Turbulent mixing
due to shear instabilities in the vertical velocity profile is much larger than the mixing by internal
waves, but it is typically regionally and temporally confined to regions of strong currents and in
close proximity to boundaries. In ROMS, the associated diffusivity is computed from the ratio of
the local gradient Richardson number and a critical value Ri0 of 0.7. The latter is an empirical
value at which local destabilizing shear tends to dominate over stabilizing density stratification:

R̂ig =
1

Ri0
· N2

(@u/@z)2 + (@v/@z)2
. (3.1)

In this formulation, values of R̂ig larger than 1 are associated with a stable stratification that
suppresses shear instabilities and ROMS sets R̂ig to an exact value of 1. If R̂ig drops below 0, N2

must be negative and therefore the stratification must be unstable. In this case ROMS sets R̂ig to
an exact value of 0. Using this ratio and a maximal diffusivity ⌫0, the resulting diffusivity due to
the turbulent shear ⌫ is (see Large et al., 1994)

⌫ = ⌫0 ·
⇣
1� R̂i

2

g

⌘3

. (3.2)

Therefore, ⌫ is 0 if no shear instability occurs and increases towards ⌫0 as either stratification
weakens or the vertical velocity gradient strengthens. Large et al. (1994) suggest a value of 0.005
m2 s�1 for ⌫0, which is used in most standard applications of ROMS. I found that this value can
change the representation of the water-mass structure in ROMS in the Southern Ocean and that
a larger value of 0.01 m2 s�1, which I will use here, is more suitable. The main motivation for
increasing the shear-induced diffusivity is an observed layer of increased diffusivity in the ACC
region under the actual mixed layer (Forryan et al., 2015; Nicholson et al., 2016).

Due to the low static stability of the interior Southern Ocean, deep ocean convection is a
process that can occur (Gordon, 1991). Therefore, and as a consequence of the hydrostatic ap-
proximation (section 3.1.2), convective processes due to local static instabilities should be param-
eterized in this model as well. The above equation 3.2 has the advantage that static instabilities
are automatically accounted for because ⌫ reaches its maximum value of ⌫0. As long as ⌫0 takes
a sufficiently large finite value an additional parameterization of convective processes is not re-
quired. I therefore switched the C-preprocessing option (CPP-switch) LMD CONVEC off. The
value of ⌫0 that is added to the overall diffusivity in case of static instabilities is somewhat smaller
than the ROMS standard value of 0.1 m2 s�1 in the LMD CONVEC routine, but it corresponds to
the value suggested by e.g. Timmermann and Beckmann (2004) for the Southern Ocean. Griffies
et al. (2000a) argue that such an approach of enhancing the local diffusivity is physically more re-
alistic and numerically more appropriate than classical convective adjustment approaches, which
mix vertical grid boxes iteratively or add an infinitely large vertical diffusivity.

Molecular diffusion is typically several orders of magnitudes smaller than turbulent and con-
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vective mixing processes and hence neglected in most ocean circulation models. Nevertheless,
one exception to that is double diffusion, which results from the fact that heat diffuses more
rapidly than salt leading to convective mixing (Turner, 1973). Regionally and locally, such pro-
cesses can be important for the vertical exchange of nutrients to the surface (Oschlies et al., 2003).
Zhang et al. (1998) even suggest that double diffusion could ultimately be important on a global
scale through its effects on mixing of water masses and the overturning circulation. In the upper
Southern Ocean, where cold and fresh water overlies warm and salty water, double diffusion can
occur in the form of diffusive convection and numerous studies suggested that it contributes to
the upper ocean water-mass structure (Middleton and Foster, 1980; Muench et al., 1990; Martin-
son, 1990). The opposite, i.e. salt-fingering, might occur at depth where warm and salty NADW
overlies the colder and fresher AABW. In order to account for these processes, I will use a double
diffusion parameterization implemented in the vertical mixing scheme of ROMS (Large et al.,
1994; Marmorino and Caldwell, 1976). ROMS computes salt and temperature diffusivities that
result from double diffusion as a function of the local density ratio. These diffusivities are added
to the overall vertical diffusivity coefficients of each tracer at each grid point.

3.2.2 Boundary layer mixing

Models of the surface ocean boundary layer are typically formulated either in a bulk or continuous
mixed layer scheme (Griffies et al., 2000a). The K-profile parameterization (KPP; Large et al.,
1994; Shchepetkin, 2005; McWilliams et al., 2009) in ROMS is of the latter type. Consequently,
it allows for a vertical structure of tracers and velocity over the mixed layer extent as compared
to the uniform distribution in the bulk method (Griffies et al., 2000a). KPP first computes the
local vertical acceleration ac from shear, buoyancy, rotation, and turbulent entrainment according
to (Shchepetkin, 2005; McWilliams et al., 2009):

ac(z) =
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Here, z is the height of the layer (negative downward), hbl0 is an initial guess of the depth
of the mixed layer (usually the previous time step), ~u is the horizontal velocity vector, N is
the buoyancy frequency, f is the Coriolis parameter, and ws is the turbulent velocity scale that
depends on the surface forcing. The depth of the mixed layer (hbl) corresponds to the first level
below the surface at which ac(z) = 0. This is a modification (Shchepetkin, 2005; McWilliams
et al., 2009) of the original bulk Richardson number formulation in KPP (Large et al., 1994)
that essentially allows to diagnose separate contributions to vertical mixing. Subsequently, KPP
fits a vertical profile of diffusivity through the boundary layer using a non-dimensional vertical
shape function (Large et al., 1994) and therefore gives the boundary layer a vertical structure
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that continuously transitions into the ocean interior with a value of 0 at the bottom of the surface
boundary layer. The non-dimensional profile is then multiplied with the boundary layer depth
and the turbulent velocity scale to get a value for the local diffusivity. This diffusivity is added
to the background diffusivity (section 3.2.1). Additionally, KPP calculates a non-local transport
term that accounts for the unresolved penetration into the layers below the mixed layer.

The separation of buoyancy and turbulent mixing effects, as well as the first-order turbulent
closure technique in KPP, make it generally applicable to any region in the global ocean and under
a variety of conditions. Therefore, KPP has become widely used in ocean models (Griffies et al.,
2000a). Most models produce too shallow mixed layers in the Southern Ocean, especially in
summer (Sallée et al., 2013a; Downes et al., 2015). Such a shallow bias, especially in the melting
season of the sea ice, is a well-known bias in KPP (Dinniman et al., 2003, 2011; Timmermann and
Beckmann, 2004; Li et al., 2016). This shallow bias during summer promotes in some extreme
cases deep ocean convection in winter as the thin surface layer becomes statically unstable. In
many respects this bias leads to large biases in the water-mass structure in both higher and lower
latitudes as well as biases in the overturning circulation. Initial simulations with ROMS showed a
very similar behavior with a strongly underestimated mixed layer depth (Eberenz, 2015), leading
to a long-term degradation of AAIW and a too fresh surface layer. Sallée et al. (2013a) interpreted
this too fresh surface ocean associated with the shallow mixed layer bias in the global models as
a too strong surface freshwater forcing. Based on sensitivity tests with ROMS that I performed
for this thesis, I argue that such an overly-fresh surface ocean in global models might also be
related to a reduced mixing of freshwater into the deeper layers, leading to a generally salty bias
in AAIW if mixed layers are too shallow. This is a critical process with respect to the amount of
AAIW formed and the subduction of heat and carbon with these waters (Frölicher et al., 2015).
Consequently, the shallow mixed layer bias in global models and the general tendency to take up
less carbon than suggested by inverse models might be directly related (Khatiwala et al., 2013;
Mikaloff Fletcher et al., 2006; Frölicher et al., 2015).

In ROMS, the overly-shallow summer-time mixed layer is associated with a very fast stabi-
lization of the surface ocean as the sea ice melts and the surface ocean heats up. In extreme cases,
the surface mixed layer continuously shoals until it only consists of half of the upper most grid
cell and diffusivities drop to the background minimum. Therefore, the surface mixed layer was
effectively absent in these cases. Such a run away process is critical because KPP is not able to
properly fit a vertical profile if only one or two grid points are available. Increasing the vertical
resolution, I found that the mixed layer deepens and that run away effects can be avoided because
KPP has more grid points to fit a vertical profile. This effect is especially critical if KPP is used
in combination with a terrain-following model in the deep ocean and vertical grid parameters
have to be chosen carefully (see section 3.4.2). I further added a constraint to the model that
the mixed layer diffusivity is always computed as described above for the interface between the
first and the second layer, even if the mixing depth drops below the depth of the uppermost layer
(CPP-switch LMD MIN KPP). A further deepening of the mixed layer occurs with an increase
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in horizontal resolution (section 3.7). The computation of hbl through equation 3.3 does not give
many possibilities for further modifications, except for the entrainment term, which is not well
constrained and could be used for further tuning (Danabasoglu et al., 2006). Additional improve-
ments have been obtained in other studies by implementing mixing through surface waves (Huang
et al., 2012; Qiao and Huang, 2012; Li et al., 2016), which is currently not included in ROMS and
could significantly deepen the mixed layer in the Southern Ocean. Timmermann and Beckmann
(2004) also suggest to parameterize keel stirring by sea ice as a function of ice drift velocity. The
latter two processes would be highly desirable in future versions of ROMS.

While all the above suggestions lead to slight improvements, none of them seems to ulti-
mately resolve the shallow bias and the insufficient subsurface mixing south of the frontal zone
during summer. The key problem that I identified here as a cause of the shallow mixing dur-
ing summer is not the mixing intensity, i.e. the diffusivity itself, or the critical depth that the
mixing reaches, but rather a too quick shoaling of the mixed layer under stable conditions if
the surface momentum stress decreases. Niiler and Kraus (1977), Lemke (1987), and Markus
(1999) argue that the mixing depth hbl for such a thinning mixed layer can be diagnosed through
the ratio between the friction velocity u⇤3 and the surface buoyancy forcing B0, which is the
Monin-Obukhov length scale, and an exponential dissipation function. Both Timmermann and
Beckmann (2004) and Dinniman et al. (2003, 2011) use this relation to adjust the vertical dif-
fusivity in their respective continuous mixing schemes when the surface boundary layer shoals,
following the suggestions by Lemke (1987) and Markus (1999). I here use a similar approach
and recalculate the mixed layer depth when mixed layer thins through:

ĥbl =
u⇤3

B0 
e�hbl0/h0 . (3.4)

Here,  is the von Karman constant (0.41), hbl0 is an initial estimate of the mixed layer depth,
which is here provided through the mixed layer depth of the previous time step, and h0 is the
dissipation length scale set to 20 m (Lemke, 1987; Markus, 1999). Hereafter, the calculation
of the diffusivity throughout the adjusted mixed layer depth is performed in the normal way
using the KPP shape function. This adjustment provides reasonable solutions of the mixed layer
depth and is key to obtaining a better hydrography. The disadvantage of this formulation is that
it overwrites the mixed layer depth calculated through equation 3.3 for thinning mixed layers.
A potentially more ideal solution would be to dampen the decay of deep mixed layers under
stabilizing conditions in time. Such a solution would be consistent with several observational and
modeling studies that suggest that storms and eddies in the Southern Ocean induce strong inertial
motions and shear induced mixing in the upper ocean that last for multiple days to weeks (Zhai
et al., 2005; Brannigan et al., 2013; Meyer et al., 2015; Merrifield et al., 2016; Nicholson et al.,
2016). Nicholson et al. (2016) recently suggested that this process might lead to the observed
enhanced diffusivity in the subsurface layer in the Southern Ocean during summer. Given that
this issue is the most critical to obtain a reasonable simulation and that many global models seem
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to suffer from similar issues, it is an urgent matter to further investigate potential solutions in
future.

Another surface mixing process is the development of convective salty plumes from the re-
jection of salty brine to the ocean when sea ice forms during winter. This process is spatially
heterogeneous and typically happens on scales from centimeters to kilometers (Nguyen et al.,
2009). Local static instabilities can occur in the water column below the sea ice leading to salt
plume convection on horizontal scales that are much smaller than what is resolved by the model
or the forcing. If shear induced turbulent mixing is small (Barthélemy et al., 2015), these plumes
sink until they reach a neutrally buoyant depth, which is typically the halocline. If in the model
the brine was added to the top layer, it would make the surface layers much saltier until a static
instability and convective mixing occurs over the entire grid cell and for all tracers. In models
such a process can lead to unrealistically deep winter-time mixed layers and an erosion of the
halocline. In some cases, such elevated surface salinities can even lead to spurious deep convec-
tion in global climate models (Duffy and Caldeira, 1997; Duffy et al., 1999). Considering several
studies that have investigated the effect of sub-grid scale brine rejection parameterizations (Duffy
and Caldeira, 1997; Duffy et al., 1999; Nguyen et al., 2009; Barthélemy et al., 2015) and running
some sensitivity experiments with ROMS, I conclude that the effect of a brine rejection parame-
terization is largely dependent on the model and the associated surface mixed layer parameters. I
implemented a simplified version according to Duffy et al. (1999, CPP-switch BRINE PLUMES)
that distributes the salt flux from the sea-ice formation equally over the surface boundary layer
calculated by KPP. I will here use this parameterization as it improves the representation of the
surface mixed layer and surface heat fluxes in the sea-ice region. If this paramerization is not
used, the winter-time heat loss from the surface ocean is unrealistically high and some local deep
convection occurs.

The water-mass structure in the Southern Ocean is generally very sensitive to the surface
mixed layer, especially in the sea-ice region (Goosse and Fichefet, 1999; Goosse et al., 1999;
Stössel et al., 2002). A better representation of the mixed layer can usually be achieved by
either adapting the surface forcing or tuning the mixed layer scheme (Kjellsson et al., 2015).
Additional to the modifications of KPP and its parameters that I described in this section, an
accurate treatment of the ice-ocean surface fluxes turned out to be critical for obtaining a realistic
surface mixed layer (see section 3.5.2).

Additional to the surface boundary layer, I will also use the bottom boundary layer option of
KPP in this thesis, which is computed in the same way as the surface boundary layer. I chose a
bottom roughness length of 0.02 m, which is slightly higher than the value used originally (0.01
m). The reason for enhancing the bottom roughness length is to counteract the effects induced
by smoothing the topography (see section 3.4.3). This modification helped to slow down an
overly-fast coastal current around Antarctica.
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3.2.3 Lateral mixing

A dominant fraction of the turbulent kinetic energy in the ocean is contained in the mesoscale,
which spans from tens to a hundred kilometers (Ferrari and Wunsch, 2009; Nikurashin et al.,
2012). A large portion of this energy is situated in the form of geostrophic eddies in regions of
strong currents and high baroclinicity, such as the ACC, the Brazil-Malvinas confluence zone, or
the Agulhas Current System (Wunsch and Stammer, 1998; Frenger et al., 2015). It is hence im-
portant to account for this mesoscale turbulence in model simulations especially in the Southern
Ocean, where it contributes to both the lateral and overturning circulation (Hallberg and Gnanade-
sikan, 2001, 2006; Henning and Vallis, 2005; Sallée et al., 2011; Meredith et al., 2012; Morrison
and Hogg, 2013).

In coarse resolution models, which do not resolve the mesoscale, lateral mixing is typically
parameterized. However, simply mixing along horizontal surfaces would lead to spurious diapy-
cnal mixing in regions of sloping isopycnals, such as the ACC region. Thus, an isopycnal mixing
scheme has been implemented in most ocean circulation models to account for mesoscale eddy
fluxes (Gent and McWilliams, 1990; Gent et al., 1995; Farneti and Gent, 2011). High-resolution
simulations showed that a certain degree of horizontal adiabatic diffusion is still required, even
if most of the mesoscale processes are resolved to ensure numerical stability (Roberts and Mar-
shall, 1998). For this reason, resolution-dependent eddy parameterizations have been developed
(Gent et al., 2002; Smith and Gent, 2004). However, no such parameterizations are implemented
in ROMS. Instead the advection scheme in ROMS contains a resolution-dependent hyperdiffu-
sion, as described in section 3.1.1, to ensure numerical stability (Shchepetkin and McWilliams,
1998). This diffusion operator vanishes as the resolution increases. Additionally, ROMS provides
the possibility for harmonic (Laplacian) mixing through constant viscosity and diffusivity coeffi-
cients, which I will not use in this thesis. I here intend to resolve most of the mesoscale processes
in the Southern Ocean (see section 3.4.1).
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3.3 Biogeochemical-ecological component

In chapter 5, I will analyse the response of the Southern Ocean carbon fluxes to changes in surface
freshwater fluxes and stratification. For this purpose, I will run simulations with a coupled bio-
geochemical and ecological component. ROMS has two optional biogeochemical-ecological sub-
models: A nitrogen based Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD) model (Gruber
et al., 2006) and the Biological Elemental Cycling (BEC) model (Moore et al., 2001b, 2004).
Even though it is computationally more expensive due to a larger number of tracers, BEC is the
obvious choice for simulations in the Southern Ocean because it includes iron limitation (Moore
et al., 2001a).

BEC explicitly simulates the cycling of carbon, major nutrients (nitrate, ammonium, phos-
phate, dissolved iron, and silicate), dissolved oxygen, and alkalinity in the ocean (Moore et al.,
2001b, 2004). The carbon cycle includes dissolved organic and inorganic carbon (DOC, DIC)
pools, as well as the sinking of particulate organic matter (POM). The model has one prognostic
zooplankton type and three prognostic phytoplankton groups, i.e. small phytoplankton, diatoms,
and diazotrophs. Coccolithophores and the production of calcium carbonate (CaCO3) are so
far implicitly represented as a fraction of small phytoplankton. The development of an explicit
coccolithophore group is currently underway at ETH Zürich (Ph.D. project by C. Nissen). All
phytoplankton growth rates include limitations by several nutrients, temperature, and light. Zoo-
plankton grazing on the phytoplankton is concentration-dependent. Next to the environmental
forcing from the physical model, BEC is forced with atmospheric partial pressure of CO2, and
dust and iron deposition at the surface (see section 3.5).

BEC was originally developed as part of the Community Earth System Model (CESM) at
the National Center for Atmospheric Research (Moore et al., 2001b, 2004). Jin et al. (2008)
previously used BEC coupled to ROMS for simulations in the Pacific. The version that I will be
using in this thesis includes all most recent developments such as a better representation of the
sinks and sources of nutrients (Moore et al., 2013; Yang and Gruber, 2016). The computational
expenses increase by roughly a factor three to four when running ROMS coupled with BEC. Next
to the additional prognostic variables, the writing of numerous diagnostic variables required for
example for the analysis of the carbon budget significantly increase the computational and post-
processing efforts. Therefore, I will be running the coupled model only at a nominal resolution
of 0.5� degrees, which should be improved in future efforts.
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3.4 Model setup

For the purpose of this thesis, I developed a new ROMS setup that covers the entire Southern
Ocean (Figure 3.3). Multiple aspects in this setup differ from applications of ROMS in other
regions. In the meridional direction the setup extends from 24� S to about 78.8� S, with the
latter exact value depending on the chosen horizontal resolution (see Table 3.1). This choice of
the northern boundary has the advantage that most coastlines and ocean currents (center of the
subtropical gyres) are oriented perpendicular to the boundary and therefore ensure a more stable
model with less problematic boundary artifacts. The condition for the southern boundary was
to include the entire Antarctic coastline and thereby creating a closed southern boundary for the
model. In the zonal direction, the domain is east-west periodic (CPP-switch EW PERIODIC)
with an exchange between the eastern and western boundary at 24� E (�0). I chose this longitude
over the center of the African continent in order not to interrupt the northern boundary in one
of the ocean basins, which would be problematic for the northern boundary condition (section
3.5.5). The only open boundary is therefore the northern boundary (CPP-switch OBC NORTH),
which is divided into the three major ocean basins. I had to implement some adjustments to the
open boundary condition in the north that are specific to this setup as I will describe in detail in
section 3.5.5. In this section, I will continue to describe the different horizontal resolutions at
which the setup is available, the vertical grid, the topography, and the land-sea-ice mask.

3.4.1 Horizontal grid & resolution

I here use a stretched longitude-latitude, staggered coordinate system in the horizontal. The
model grid follows longitudes (�) in the ⇠-direction (x-direction) at a regular spacing. The grid
cell center (⇢-points) in the ⇠-direction is defined through:

�⇢(⇠) = �0 �
��
2

+ ⇠ · �� . (3.5)

Here, �� denotes the spacing in degrees longitude in the ⇠-direction. In the ⌘-direction (y-
direction), the model grid follows latitudes (�) but the spacing is irregular. For each latitude
band, I calculated the absolute distance between two �⇢ points and applied this distance as spac-
ing in ⌘-direction. Therefore, each grid box has approximately the same size in ⇠- and ⌘-direction.
The position of the grid point center is determined in two iterative steps from north to south:

�⇢(⌘) = �⇢(⌘ + 1)� �� · cos
⇣
�⇢(⌘ + 1) · ⇡

180

⌘
, (3.6)

�⇢(⌘) = �⇢(⌘ + 1)� 0.5 · �� · cos
⇣
�⇢(⌘ + 1) · ⇡

180

⌘
� 0.5 · �� · cos

⇣
�⇢(⌘) ·

⇡

180

⌘
. (3.7)

After defining the horizontal grid, I used the standard ROMSTOOLS to create a grid-file that is
used by the model and contains all necessary information.
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Table 3.1 Model domain extent, resolution, and tiling of Southern Ocean ROMS setup.
�� �south �north �south,⇢ �north,⇢ �east,⇢ �west,⇢ n⌘ n⇠ p⌘ p⇠
[� E] [km] [km] [� N] [� N] [� E] [� E] [-] [-] [-] [-]

1/2 10.7664 50.6087 -78.8826 -24.2280 23.7500 384.2500 218 722 36 8
1/4 5.4062 25.3501 -78.8102 -24.1141 23.8750 384.1250 434 1442 36 16
1/8 2.7089 12.6864 -78.7738 -24.0571 23.9375 384.0625 866 2882 24 32
1/10 2.168 10.1509 -78.7665 -24.0457 23.9500 384.0500 1082 3602 24 40

� denotes the latitude, � the longitude, �� the resolution in the zonal direction, �south and �north
the spatial resolution at the southern and northern boundaries, n the number of grid points, p the
recommended number of partitions, ⌘ the meridional- or y-direction, ⇠ the zonal- or x-direction.
Numbers include ghost-points on either side of the domain.

Figure 3.1 Variation of different model resolutions with latitude: Colored lines show the vari-
ation of the spatial resolution with the respective zonal resolution in degrees longitude as in Table
3.1. The red area spans the minimum and maximum baroclinic Rossby radius of deformation at
each latitude from Chelton et al. (1998). The location of the fronts (gray) is the circumpolar mean
of the fronts from Orsi et al. (1995).

ROMS requires so-called ghost points that are added on either boundary (one row or column
each). In this setup, these ghost points exchange information from one side of the domain to the
other in the east-west direction (CPP-switch EW PERIODIC). The grid corner points and number
of grid points in either direction including the ghost points are listed in Table 3.1 for four different
possible resolutions. Note that this spatial resolution �� only indicates the zonal resolution, since
the actual resolution depends on the latitude. Such a grid has the advantage of naturally converg-
ing longitudes towards the pole and therefore a refinement of the spatial resolution towards the
south. This stretching of the grid gives a considerable computational advantage. At the same
time, it has a higher resolution where the eddy activity is high in the ACC region (Frenger et al.,
2015) and follows the natural decrease of the baroclinic Rossby radius of deformation towards
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the pole (Figure 3.1), which sets the length scale for baroclinic instabilities in the ocean (Chelton
et al., 1998; Hallberg, 2013).

The coarsest resolution of 0.5� longitude ranges between about 50 km at the northern bound-
ary and about 10 km at the Antarctic coast (Figure 3.1). In the ACC region, this grid has a resolu-
tion of about 30 km, which already allows to resolve some meso-scale eddies that have an average
diameter of about 80 km (Frenger et al., 2013). The 0.25� longitude resolution closely follows
the baroclinic Rossby radius of deformation (Chelton et al., 1998) and therefore permits for some
meso-scale activity. The 0.125� and 0.1� longitude resolutions will be fully resolving the baro-
clinic variations in the Southern Ocean and therefore will provide the most accurate simulations.
While both these high-resolution versions were tested, in this thesis, I will only run experiments
with the 0.5� and 0.25� longitude resolutions due to temporal constraints. This too low resolution
is one of the caveats of the findings in this thesis (see chapter 6) and some of the model biases
(section 3.7) might result from it—an issue that will be addressed in future endeavors.

3.4.2 Vertical grid & resolution

I introduced and described the stretched, terrain-following vertical coordinate system in ROMS
(Song and Haidvogel, 1994; Shchepetkin and McWilliams, 2003, 2005, 2009b) already in section
3.1.1. Here, I will discuss the parameters and the vertical resolution used for the Southern Ocean
setup. This version of the coordinate system (version 3 of UCLA-ETH vertical coordinates) has
the option to specify a critical depth hc, the surface stretching parameter ✓s, the bottom stretching
parameter ✓b, and the number of layers N. The lower most layers follow the terrain more closely
than the upper layers (Figure 3.2c). The depth at which this transition occurs can generally be
controlled by hc. The deeper this level is, the flatter are the grid lines towards the surface. If ✓s
increases the number of layers and therefore the resolution increases towards the surface. The
same holds for the bottom layers when increasing ✓b.

I found that the results produced by KPP as well as the model drift in the water masses are
inherently sensitive to the choice of parameters. The standard parameters used in most ROMS
simulations are shown in gray in Figures 3.2a and b. Lowering hc to 1000 m helped to preserve
water masses due to a reduction in spurious mixing. However, this leads to a substantial reduction
in resolution at the surface (inset of Figure 3.2a). Fewer layers at the surface led to larger biases
in surface mixing processes, because KPP had less layers to fit the stability functions (section
3.2.2). In extreme cases this led to a complete disappearance of the surface mixed layer. Using a
more reasonable value for hc of 450 m and at the same time increasing ✓s to its maximum of 10,
improved both the surface mixing and water masses (blue in Figure 3.2). This is owing to a higher
resolution, reduced tilting, and more evenly spaced layers towards the surface. Using a maximum
value of 4 for ✓b, allowed the resolution of the bottom boundary layer over more shallow regions.
Note that the apparent low resolution of the bottom layers in Figure 3.2b is owing to the fact that
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Figure 3.2 Vertical grid in the Southern Ocean ROMS: (a) Depth of vertical layers for different
parameters of the vertical coordinate system at an ocean depth of 6500 m. The zoomed inset shows
the top 200 m. (b) Vertical resolution of vertical layers for different parameters of the vertical
coordinate system at an ocean depth of 6500 m. The final parameters used for the Southern Ocean
model are shown in blue in a and b. (c) A vertical cross-section showing the final sets of parameters
over an exemplary bathymetry (only every second layer is shown).

this figure is produced using the maximum ocean depth of 6500 m. In a more shallow region of
about 500 m the bottom layers would have a vertical extent of about 8 m.

The performance of KPP improved considerably, especially in the deep ocean, when using
more vertical layers (64 instead of 42). I chose 64 layers so that at least two layers were located
in the upper most 10 m at the deepest location (6500 m). Such an increase of vertical resolu-
tion would theoretically lead to much higher computational expenses, not only due to the higher
number of grid cells but also due to a much smaller time step, as the vertical motion became the
limiting factor for not violating the Courant-Friedrichs-Lewy (CFL) criterion. This effect could
be alleviated by using a new development that temporarily adjusts the time step on-line in the
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model if the CLF criterion breaks in the vertical (Shchepetkin, 2015). In fact, the time step could
be chosen much larger than previously when using this development allowing for a 50% higher
vertical resolution at the same computational expense.

3.4.3 Topography & land-sea-ice mask

The bathymetry in the model (see Figure 3.3) is based on RTopo-1, which is a compilation of
different data sets of the Antarctic continental shelf regions and ice shelf topographies merged
into the global GEBCO bathymetry data set (Timmermann et al., 2010). The use of RTopo-1 is
essential for an accurate ocean circulation in this setup. Previous attempts using ETOPO led to
very large biases in the model that were largely induced by strong deviations in the bathymetry
of up to several hundred meters over the Antarctic continental shelf between ETOPO or GEBCO
compared to RTopo-1. Very recently, this data set was further improved to RTopo-2 (Schaffer
et al., 2016). This update should be used in future applications.

I prepared the bathymetry for ROMS in multiple steps. I had to divide the grid into two
parts as the ROMSTOOLS are not able to create a circumpolar bathymetry for the grid file. These
two parts were overlapping and also extended on either side of the domain to ensure a smooth
transition when merging them again and at the periodic boundary. Each of these two parts was
processed in the same way. First, I used the Fortran-routine etopo of the ROMSTOOLS to aver-
age the 1-minute resolution topography from RTopo-1 onto the coarser ROMS grid without any
smoothing. From the resulting bathymetry, I created a land-sea-mask by setting all grid points
with a depth shallower than 5 m to land and enforcing connectivity between all ocean points to
obtain a single ocean basin. Second, I re-applied the etopo-routine on RTopo-1 to average the
bathymetry onto the ROMS grid, but this time applied a smoothing radius of 5 (ratio between
characteristic smoothing width and local grid size). A value larger than one implies that the
bathymetry is smoothed over multiple grid points. I found that using a value of 5 rather than
a smaller value that I used originally helps to reduce spurious isopycnal mixing (section 3.1.1),
because the vertical coordinates have a smaller local tilt, which can be better resolved by the
model. In a final step, I applied the Fortran-routine lsmooth (conditional log-smoothing) of the
ROMSTOOLS with an r-factor of 0.15, which ensures that the local slope can be resolved by the
model. Through this routine, I also constrained the depth to a minimum value of 50 m and a
maximum value of 6500 m. Especially, the former value helps to enhance the models stability.

Large parts of the Antarctic land-ice covered region are below sea level are covered by float-
ing ice shelves or the grounded ice sheet. ROMS, in the version used here, does not include an
ice-shelf cavity model but is forced with lateral fluxes from the ice shelves (see section 3.5.3).
Therefore, the descent of the the ocean’s surface under the ice shelves cannot be simulated. I here
impose a vertical wall to the model at the ice-shelf edge by modifying the land mask. For this
purpose, I interpolated the location of the land, ice shelves, and grounded ice sheet from RTopo-1
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onto the ROMS grid using the CDO (2015) nearest neighbor interpolation. Any point covered by
either one of these points in the interpolated mask was defined as land or ice in the final land-sea-
ice mask of the grid file. The final bathymetry and land-sea-ice mask of the model are displayed
in Figure 3.3. ROMS does not account for the so-called wetting and drying effects, which are a
spill-over of land points as the sea level changes. Therefore, land points are never involved in any
computation by the model and provide an effective lateral wall to the model.

Figure 3.3 Model grid, bathymetry, and land-sea-ice mask of the Southern Ocean ROMS
setup: The model grid is illustrated through the red lines that only show a few selected grid lines for
illustration. The 0.5�, 0.25�, and 0.125� zonal resolutions are shown as examples in small sectors.
The thick red lines indicate the model domain boundaries to the north and south and the periodic
boundary in the east-west direction. The background shows the ocean bathymetry and land-sea-ice
mask in the model (see text for details). The lighter gray shows the grounded ice sheet and the
darker gray the ice shelves.
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3.5 Forcing

The model is forced at the surface with freshwater, heat, and momentum fluxes from either the
atmosphere (section 3.5.1), sea ice (section 3.5.2), or land ice (section 3.5.3). The latter partly
enters the model as a surface forcing, i.e., melting icebergs, and a subsurface forcing, i.e., melting
ice shelves. The model is directly forced with fluxes rather than using a bulk formula. Some of
these fluxes are modified while the model is running as I will describe in more detail below. Ad-
ditional surface fluxes are induced by a surface restoring to the observed salinity and temperature
fields (section 3.5.4), which is here used as a flux correction. At the open northern boundary the
model is forced with observation-based momentum and tracer fields (section 3.5.5). All model
forcings are monthly mean climatologies. To account for high-frequency variability, which are
critical for e.g. mixing processes, daily anomalies from the year 2003 were superimposed on the
climatologies of the surface fluxes to form a so-called normal year forcing, which has the same
monthly means as the climatology but accounts for daily weather effects. Perturbations of this
mean forcing that I used for the sensitivity studies will be described in the chapters 4 and 5.

3.5.1 Atmosphere–ocean fluxes

At the atmosphere–ocean interface, the freshwater, heat, and momentum fluxes are mostly from
the ERA-Interim global atmospheric reanalysis produced by the European Center for Medium-
Range Weather Forecasts (ECMWF) (Dee et al., 2011; ECMWF, 2007). Some modifications to
these fluxes are described below. Air–sea fluxes in the Southern Ocean are associated with very
large uncertainties mostly owing to the lack of observational data (Bourassa et al., 2013). In
many respects, ERA-Interim provides to date probably the most reliable estimate of these fluxes
(Bromwich et al., 2011; Nicolas and Bromwich, 2011; Trenberth et al., 2011; Bracegirdle and
Marshall, 2012; Bracegirdle, 2013). Nevertheless, I will apply multiple corrections to mitigate
some of the known biases and large uncertainties will remain in the air–sea fluxes.

I here use 6 hourly ERA-Interim data from the native reduced N128 Gaussian grid, which has
a spectral resolution of T255. The variables are the surface net solar and net thermal radiation, the
surface sensible and latent heat flux, the instantaneous eastward and northward turbulent surface
stress, the evaporation and the total precipitation. The data is masked with the ERA-Interim land-
sea mask to only include ocean points, using a threshold of 0.5 from the land-sea mask (ECMWF,
2007). I used ROMSTOOLS to interpolate the data onto the Southern Ocean grid. However, the
original ROMSTOOLS performed this interpolation based on the longitude-latitude coordinate
system. This procedure provides good results for lower latitudes, but returned large interpolation
errors in higher latitudes due to the converges of the longitudes towards the pole. Therefore, I
implemented a method that projects the data first onto a polar stereographic grid and then uses the
effective spatial distance for the interpolation. The interpolation is then performed using a natural
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neighbor method. Additionally, the missing land points were filled by a linear extrapolation from
the ocean points. The latter ensures that each ocean point on the ROMS grid has an associated
surface flux. Using this method, I first created monthly mean fields over the period 1979 to 2014,
and then averaged them to a monthly climatology. Additionally, I created daily forcing data for
the year 2003 and calculated the anomalies of these daily fields to the monthly mean fields of the
same year. At last, I added the daily anomalies of the year 2003 to the monthly mean climatology
of the years 1979 through 2014 to obtain a normal year forcing with weather effects from the year
2003 and mean fluxes of the entire climatological mean period.

Large uncertainties and potential biases exist in the atmospheric surface freshwater flux,
which is the evaporation minus the precipitation fields (E-P, Figure 3.4a–c). While the mean
distribution shows a reasonable pattern of an exceeding evaporation in the lower latitudes and ex-
ceeding precipitation in the higher latitudes, the strength of the the net freshwater flux to the ocean
in ERA-Interim is most likely overestimated in the polar frontal regions. This overestimation be-
comes apparent from a comparison to a satellite based estimate (HOAPS version 3.2; Andersson
et al., 2010, see Figure 3.4b) and is also consistent with the findings by Cerovečki et al. (2011),
who used a flux-correction method with the Southern Ocean State Estimate (SOSE). The inte-
grated net atmospheric freshwater flux over the ocean south of 50� S amounts to about 0.65 Sv in
ERA-Interim and about 0.35 Sv in HOAPS. The latter value is probably a slight underestimation,
as the fluxes over sea ice are not included. The lower value from HOAPS is also consistent with
the estimate by Abernathey et al. (2016), who calculated an amount of 0.28 Sv over the same re-
gion and an additional 0.14 Sv onto sea ice (total of 0.42 Sv) using the flux-corrected SOSE. I here
correct for some the apparent overestimation in ERA-Interim by using a correction factor of 80%
and, additionally, by applying a salinity restoring flux (section 3.5.4) in the northern part of the
domain. I also applied a spatial correction to the atmospheric surface freshwater flux over sea ice
by redistributing the snow layer according to the observed sea-ice advection (section 3.5.2). The
total amount of snow or precipitation falling onto the Antarctic sea ice in ERA-Interim is about
0.11 Sv, which is in line with the estimate by Abernathey et al. (2016) above. A key problem of
reanalysis products in general is that the global moisture budget does not close (Trenberth et al.,
2011; Lorenz and Kunstmann, 2012). However, ERA-Interim shows a reasonable global closure
(Lorenz and Kunstmann, 2012), making it a more reliable product in terms of temporal changes
of the surface freshwater fluxes (Bromwich et al., 2011; Nicolas and Bromwich, 2011). Trends in
the ERA-Interim E-P over the Southern Ocean are very small over recent decades, which agrees
with observation based products (see table 4 by Bromwich et al., 2011).

The surface heat flux forcing equals the sum all heat fluxes described above. Additionally, the
net surface solar radiation flux is provided as a separate forcing field to ROMS as it penetrates into
the surface ocean. This shortwave radiation is prescribed to the model on a daily basis. Hence,
diurnal variations have to be parameterized in order to account for night-time cooling and day-
time warming of the mixed layer. In previous versions of ROMS, the diurnal cycle was simply
modified by a cosine function leading to problematic situations in high latitudes. Therefore, a
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more accurate formulation was implemented to account for variations of the diurnal cycle with
latitude. Additionally, a dependence on longitude was implemented for a correct timing of the
diurnal cycle. ERA-Interim overestimates the net shortwave and underestimates the net longwave
radiation (Dussin et al., 2016). I corrected the monthly mean fields for these biases using the
difference between the original ERA-Interim and the DFS5.2 (Dussin et al., 2016) fields in areas
without sea ice. Moreover, ERA-Interim has a warm bias of in the near-surface temperature in the
coastal region of Antarctica of up to 2� C (Bracegirdle and Marshall, 2012; Mathiot et al., 2012),
which would lead an insufficient heat loss from the surface ocean. In most regions this bias is
irrelevant in my simulations as the surface heat flux in the sea-ice covered area is over-written
by an under-ice heat flux computation (section 3.5.2). Nevertheless, this bias could lead to an
underestimation of the heat loss in some coastal polynya regions.

The large-scale circulation is generally well represented in ERA-Interim (Bracegirdle and
Marshall, 2012; Bracegirdle, 2013; Sanz Rodrigo et al., 2013). Biases might exist in coastal
regions, where the effect of local topographic wind systems is underrepresented. Such a bias is a
common problem in coarse resolution atmospheric models. However, it mostly affects the ocean
through the formation or absence of polynyas and sea-ice production (Mathiot et al., 2010, 2012;
Stössel et al., 2011). As the sea-ice forcing of the ocean is prescribed in my simulations (section
3.5.2), this latter bias does not have an influence on the simulations. However, it might have an
influence on wind-driven transport and mixing processes on the continental shelf.

BEC is forced with the climatological mean atmospheric partial pressure of CO2 from the
period 1998 to 2011 (Landschützer et al., 2014a). Additionally, surface deposition of iron and dust
are used from the global model CCSM (Mahowald et al., 2009) and corrected for the deposition
on sea ice (section 3.5.2).

3.5.2 Sea-ice–ocean fluxes

The UCLA-ETH version of ROMS—in contrast to the Rutgers version of ROMS and BRIOS
mentioned earlier (see section 3.1)—is not coupled to a sea-ice model and I will not use one in
this thesis. Nevertheless, as part of this project, I have partly implemented the sea-ice model by
Budgell (2005) from the Rutgers version of ROMS (updated and maintained by K. Hedström).
This sea-ice model has both a thermodynamic and dynamic component. The thermodynamics fol-
low the formulation by Mellor and Kantha (1989) and Häkkinen and Mellor (1992). The model
consists of two sea-ice layers, one snow layer, and one molecular sublayer beneath the sea ice.
Frazil ice formation according to Steele et al. (1989) occurs when the ocean surface reaches the
freezing point temperature. The sea-ice dynamics use the elastic-viscous-plastic (EVP) rheology
by Hunke and Dukowicz (1997) and Hunke (2001). As the use of a thermodynamic-dynamic
sea-ice model became obsolete throughout this thesis, I postponed the finalization of the imple-
mentation to future developments.
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Figure 3.4 Surface freshwater flux forcing components: (a) Net annual atmosphere–ocean flux
(E�P) modified from ERA-Interim. (b) Net annual atmospheric freshwater flux (E�P) HOAPS
(compare to a+c). (c) Annual snow melting flux from sea ice. (d) Net annual freshwater flux
from sea-ice formation and melting. (e) Net annual freshwater flux from iceberg melting (scaled
by a factor 10). (f) Net annual land ice melting and river runoff (grid points are magnified). Green
contour: climatological mean sea-ice edge; black line: 50� S. See text for details.
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At the sea-ice–ocean interface, my approach differs from previous forced, regional model-
ing studies of the Southern Ocean. Instead of using a thermodynamic-dynamic sea-ice model, in
this thesis, I will make use of the observation based ice-ocean surface fluxes derived in chapter
2. The main reason is that accurate simulations of sea ice in the Southern Ocean are very dif-
ficult and biases in the sea-ice fluxes can substantially influence the water-mass structure in the
Southern Ocean. The difficulty of obtaining accurate sea-ice simulation is mostly owing to highly
dynamic nature of the sea ice in this region (Emery et al., 1997; Haumann, 2011) and the South-
ern Ocean sea-ice dynamics are not well represented in models (Haumann et al., 2014; Uotila
et al., 2014; Lecomte et al., 2016). This can lead to biases in the lateral transport of freshwater by
sea ice, affecting both AABW and AAIW formation (see chapter 2). Moreover, there are strong
atmosphere-ice-ocean feedbacks (Curry et al., 1995; Zhang, 2007; Liu and Curry, 2010; Stam-
merjohn et al., 2012) that can lead to large deviations in the sea-ice cover if there are only small
inaccuracies in the atmosphere or ocean. As a consequence of these difficulties, coupled models
notoriously suffer from very large biases in the sea-ice cover of the Southern Ocean (Mahlstein
et al., 2013; Turner et al., 2013; Zunz et al., 2013). One particular issue that often leads to a
very different water-mass structure in coupled models is the occurrence of spurious open-ocean
polynyas and deep open-ocean convection (Stössel et al., 2015). Another common problem is the
representation of coastal winds and the associated coastal polynya formation, which can alter the
shelf water properties and therefore the AABW formation and ocean circulation (Petrelli et al.,
2008; Mathiot et al., 2010; Stössel et al., 2011; Mathiot et al., 2012; Zhang et al., 2015).

In this study, I will prescribe the sea-ice concentration and the sea-ice–ocean freshwater fluxes
(CPP-switch ICEOBS), because constraining the ocean circulation model with such a sea-ice forc-
ing circumvents the problems described in the previous paragraph. Previous studies by Markus
(1999) and Dinniman et al. (2003, 2007) have shown that prescribing the sea-ice cover can be
great advantage when modeling the Southern Ocean surface and coastal waters. However, these
studies calculated the sea-ice–ocean freshwater fluxes from the conductive and open-ocean heat
fluxes and did not directly account for lateral advection of the sea ice, which redistributes the
freshwater in the Southern Ocean (Haumann et al., 2016b). Therefore, additionally to the sea-
ice cover, I here prescribe the climatological (1982–2008) daily mean sea-ice–ocean freshwater
fluxes derived in chapter 2 (Figure 3.4d). The freezing fluxes were scaled so that the total annual
freezing rate matches exactly the total annual melting rate in order not to induce any artificial
model drift. The freezing and melting fluxes were both reduced by 10% to account for snow-
ice formation (section 2.2.3), which would be part of the atmospheric forcing, even though the
uncertainties in these fluxes are far larger than any of these effects (section 3.5.1).

The presence of a snow layer is calculated from the surface forcing prior to the model sim-
ulations (Figure 3.4c). For this purpose, E � P is split in all grid boxes with ice into E and P .
ERA-Interim evaporation already accounts for the sea ice fraction (ECMWF, 2007). Hence, there
is no need to modify it. I scaled P with the ice concentration, which means that P · (1� ci) goes
into the ocean and P · ci is accumulated in an artificial snow layer over the year. The resulting
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annual snow layer is then scaled with the ice export fraction obtained by Haumann et al. (2016b)
to redistribute it. The freshwater is then added to the forcing as the snow melts. This melting is
computed in a first step using the atmospheric surface heat flux, which is used when it is positive
to melt the snow layer. The residual snow layer is then in a second step melted by scaling it
with the sea-ice melt, assuming that the heat is provided from the ocean. The same procedure is
applied to the surface iron and dust deposition on sea ice.

All surface freshwater fluxes are added to the surface layer of the model and converted to a
salt flux depending on the surface ocean salinity. The melting and freezing fluxes from sea ice are
treated separately from the other fluxes in order to allow for subsequent parameterizations such as
the convection of brine plumes (section 3.2.2) or to optionally use the sea ice production for the
computation of heat fluxes (see below). All freshwater fluxes, including the sea-ice freshwater
fluxes, enter the dilution of other tracers in the model at the surface.

The sea-ice concentration forcing field is the satellite observed sea-ice concentration (ci).
Here, I will use the same CDR Bootstrap record that I also used to derive the freshwater fluxes
(section 2.2.2). I replaced the sea-ice concentration field in the forcing files that was created from
ERA-Interim data by the ROMSTOOLS with this data set, as the ERA-Interim provided sea-ice
concentration suffers from multiple problems (Haumann, 2011) and to be consistent with the
freshwater forcing.

The surface momentum forcing is modified under the sea ice to account for the atmosphere–
ice–ocean momentum transfer. Due to the absence of lateral boundaries and the thin nature of
Antarctic sea ice, it is in most regions at free drift. At free drift the momentum equation for sea
ice can be simplified to (Omstedt et al., 1996; McPhee, 2008; Leppäranta, 2011):

~ui = ~uw +Na ~ua . (3.8)

Here, ~u is the velocity vector for ice, water, and air respectively and Na is the so-called Nansen
number that is defined through the ratio between the atmospheric and oceanic drag. The latter
number is generally small and about 3% for Antarctic sea ice. Given the uncertainty and po-
tential underestimation of the surface momentum forcing (section 3.5.1) and as I am here only
interested in the oceanic momentum, I will safely neglect the reduction of the momentum stress
by sea ice if the sea-ice concentration is below 90%. However, as soon as the sea-ice gets more
compact, i.e. if there is a high ice concentration, internal sea-ice stresses start to play a role in the
momentum balance and the amount of momentum that is transferred from the atmosphere to the
ocean decreases, which can also be interpreted as an increase of the Nansen number (Lu et al.,
2016). I here use a simplified representation of this effect by linearly decreasing the stress for
high sea-ice concentrations. Therefore, I apply a factor of 1 to the momentum stress for an ice
concentration of 90% or smaller and decrease this factor to 0.1 for an ice concentration of 100%.
This drastically simplified approach might be further improved in future simulations.
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The surface heat flux is modified in two steps, whereas the first step is performed on the
forcing field and the second step throughout the model simulation. I will build this modification
on the premise that the sea ice forms from the atmospheric cooling (heat flux) and melts from
the ocean heat flux, which is a good assumption for most of the Antarctic sea ice (Gordon and
Huber, 1990; Gordon, 1991; Martinson, 1990, 1991). Therefore, in the first step, the total amount
of latent heat of freezing Hif is subtracted from the surface heat flux and is defined through:

Hif = ⇢i Li Pif , (3.9)

where ⇢i is the density of sea ice (925 kg m�3), Li is the specific latent heat of melting and freezing
ice (334 · 103 J kg�1), and Pif is the sea-ice formation rate. The result is then multiplied by the
inverse sea-ice concentration. I also subtract the amount of shortwave radiation that is absorbed
by sea ice and and only add the fraction that is absorbed by the ocean back to the net surface
heat flux. For the latter calculation I used constant values for the sea-ice and ocean albedo of
0.85 and 0.06 respectively to be consistent with the original ERA-Interim formulation (ECMWF,
2007). At last, I subtract the latent heat flux that is used for melting snow and icebergs. The
resulting product contains the sole net atmosphere–ocean heat flux in open water. The surface air
temperature in ERA-Interim has a pronounced warm bias (see section 3.5.1), which most likely
leads to an underestimation of the surface cooling in open water areas in high-latitudes. This bias
might be corrected for in future simulations by using a bulk formula and correcting the surface
temperature.

The second step of the heat flux modification is performed online during the simulation to
account for the ice–ocean flux (Hi) in the ice covered ocean. For this calculation, I follow the
approach by Markus (1999):

Hi = ⇢0 cp ch u
⇤ (Tf � TN) (3.10)

=
ki ks(Ta � Tf )

kihs + kshi

+ ⇢i Li Pi . (3.11)

In equation 3.10, ⇢0 is the reference density of the model (1027 kg m�3), cp the specific heat
capacity of seawater (3985 J kg�1 K�1), ch is the heat transfer coefficient with a value of 0.0055
(Stanton number McPhee, 1992), u⇤ the friction velocity, TN the temperature of the upper most
model layer, and Tf the freezing point temperature, defined through (Steele et al., 1989):

Tf = �0.0543SN , (3.12)

where SN is the salinity of the model’s surface layer. In equation 3.11, the first term denotes the
conductive heat flux through the ice and the second term the latent heat of sea-ice formation and
melting (see equation 3.9). Here, ki (2.04 W m�1 K�1) and ks (0.31 W m�1 K�1) are the heat
conductivities of sea ice and snow, and Ta is the atmospheric surface temperature (Markus, 1999).



98 Chapter 3. A regional model of the Southern Ocean

Markus (1999) calculates Hi according to equation 3.10 and uses equation 3.11 to calculate
the sea-ice production and the associated freshwater flux. In this case, the ice–ocean freshwater
fluxes depend on the ocean vertical heat exchange. However, here I am interested in the response
of the ocean to the observation based surface freshwater fluxes that are used to force the model.
Consequently, I could constrain Hi either through equation 3.10 or 3.11, both having their advan-
tages and disadvantages. The use of 3.11 is influenced by biases in the atmospheric temperature,
ice and snow thickness, and uncertainties in the ice production. In a first attempt, I used such a
formulation of the surface heat flux. However, this led to large warm biases in the high-latitude
surface ocean, mainly due to the warm bias in ERA-Interim data. Therefore, I here decided to use
3.10. The use of equation 3.10 is associated with different challenges. These are the influence
of biases in the vertical mixing of heat and uncertainties in u⇤. A more ideal implementation in
future would be to accurately compute the Hi from equation 3.11 using a bias corrected surface
air temperature and reasonable estimates for the sea-ice and snow thickness. This flux could be
computed offline since the sea-ice melting and freezing fluxes observation based.

In the model the surface heat flux is additionally constrained, so that the model’s surface
temperature does not drop below the freezing point, which is computed through equation 3.12.

3.5.3 Land-ice–ocean fluxes

As for the sea ice, there is no explicit land ice component in ROMS that would simulate the
interaction between the ocean and the ice shelves of the Antarctic continent. Yet, the melting of
land ice is an important contributor to the water-mass transformation on the continental shelf that
also contributes to the formation of AABW (Gordon, 1991, 2012, 2014; Jacobs, 2004). Land ice
melting changes the water properties through a removal of sensible and latent heat from the ocean
(buoyancy loss) and a net addition of freshwater to the ocean (buoyancy gain).

Spatial variation of theses sources and sinks determine different varieties of shelf waters and
AABW found around the Antarctic continent. Therefore, ideally, in a model, the sources should
vary as well. Another important factor is the partitioning of the melting between basal melting
at the ice shelf edge and melting of icebergs that can drift and spread the melt water over a large
distance (Silva et al., 2006; Tournadre et al., 2016). The partitioning between these two sources
is about equal in a circumpolar sum but varies regionally (Depoorter et al., 2013; Rignot et al.,
2013). In order to represent these fluxes as realistically as possible, I here force the model with
spatially varying, observation-based estimates of iceberg and ice shelf melting rates for each ice
shelf of the Antarctic continent (Depoorter et al., 2013).

I add iceberg fluxes directly to the surface forcing of freshwater and heat (Figure 3.4e; note
that the iceberg flux is scaled by a factor of 10 in the figure). At this point in time the iceberg
melting is not yet affecting the biogeochemistry through the input of nutrients and other tracers,
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which should be implemented in future developments. The melting is distributed over the South-
ern Ocean following approximately the satellite-observed trajectories by Silva et al. (2006) and
decreasing with distance from the coast, so that about 60% melt south of 63� S (see Figure 3.4).
I scaled this spatial melting pattern in time using the shortwave radiative flux. A more sophis-
ticated method would be to couple the model to an ice-berg trajectory model as suggested by
numerous studies (Gladstone et al., 2001; Martin and Adcroft, 2010; Marsh et al., 2015; Merino
et al., 2016). As such data sets are now available and are probably more realistic than my re-
construction, they should be used in future improvements of the surface forcing for this model.
Ultimately, the magnitude of the total ice-berg melting fluxes is with about 0.04 Sv (Depoorter
et al., 2013) very small compared to the other surface fluxes (sections 3.5.1 and 3.5.2). There-
fore, their exact spatial pattern is not that essential in my simulations. However, it is important
to move the iceberg melt away from the coastal grid cells. If all the melting was imposed in the
coastal region, this would lead to a reduction in bottom water formation on the shelf (Martin and
Adcroft, 2010; Stössel et al., 2015) and might enhance spurious open-ocean convection (Stössel
et al., 2015; Merino et al., 2016).

A wide range of ways to represent basal ice-shelf melting exists in models. In coupled global
models, these processes are vastly underrepresented and it is common practice to simply add the
precipitation over Antarctica as runoff to the surface waters along the coast or spread it over a
certain area (Marsland and Wolff, 2001; Stössel et al., 2015). A better, yet very simple, parame-
terization for coarse resolution was suggested by Beckmann and Goosse (2003), which calculates
fluxes along the ice-shelf edge without the need to resolve the actual ice-shelf cavity. In higher-
resolution models, ice-shelf cavity models (Holland and Jenkins, 1999) have been implemented
and produce realistic melting rates around Antarctica (Timmermann et al., 2012; Hellmer et al.,
2012; Goldberg et al., 2012; Timmermann and Hellmer, 2013; Nakayama et al., 2014). Such
an ice-shelf cavity model was implemented into the Rutgers version of ROMS (Dinniman et al.,
2007, 2012) and might be adapted for this version of ROMS in future.

In order to make use of the observation-based estimates of basal melting rates (Depoorter
et al., 2013), I here implement a new option to ROMS (CPP-switch TSOURCE) that allows the
addition of sources of water and associated tracer fluxes in the model interior anywhere in space
and time. This new option reads the forcing data of freshwater volume, heat and tracer fluxes
as four dimensional fields from a separate forcing file. In the model, the freshwater volume
that is added dilutes all tracers and adds the additional tracer fluxes if they are provided as if
they were advected into the grid cell. The implementation of these sources allows the addition
of the freshwater and heat from ice-shelf melting to be spread over a certain depth range in the
subsurface ocean and for each ice shelf separately. I created the forcing files by first spreading the
estimated melt water of each ice shelf (Depoorter et al., 2013) in the horizontal direction along
the first ocean grid cell off the ice-shelf edge that is given by the ice-shelf mask from RTopo-1
(see section 3.4.3). As these fluxes are representative of the year 2009, I lowered the meltwater
input in the Amundsen and Bellingshausen Seas according to the suggested trends in the 1990s
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and 2000s by Sutterley et al. (2014) and Paolo et al. (2015), which amounts to an integrated flux
that is about 40% lower. So far, to my knowledge, there is no evidence for a significant trend in
these fluxes prior to 1992, which I will use here as a climatological mean state (Figure 3.4f). In a
second step, I scaled the total flux of each grid cell with the size of the grid boxes in the vertical
and equally distributed the flux from 50 m depth to the bottom of the ocean to mimic the ice-shelf
cavity. Adding the fluxes to the surface would lead to a too strong salinity stratification and inhibit
the melt water from being mixed down, leading to too salty bottom waters. In the same way, I
added the corresponding latent and sensible heat fluxes. For the sensible heat flux, I assumed
that the ice that is melted had to be warmed from �20� C to the melting point temperature. As
the seasonal cycle of these fluxes is unknown, I used a constant annual mean flux throughout
the year. The way that I implemented the basal melting does not allow the study of feedbacks
between changes in the ocean and changes in the melting rate. However, it allows the study of the
ocean response to an increases in basal ice-shelf melting observed over recent decades (Sutterley
et al., 2014; Paolo et al., 2015).

Similar to the ice-shelf flux, I spread the estimated climatological annual river runoff from the
GRDC (2014) data base to the first ocean grid box along the coast line (Figure 3.4f). However, in
contrast to the ice-shelf flux, I added the river runoff to the surface forcing rather than distributing
it vertically over the water column.

3.5.4 Restoring

During the simulations, I used a restoring of the surface salinity and temperature fields. This
procedure helps to reduce biases in the surface forcing (Figure 3.4) and keeps the model from
drifting strongly (section 3.6). Note that during the perturbation experiments the surface restoring
is treated separately in order not to affect the model’s response, which is discussed in chapters 4
and 5.

Surface salinity is restored to the monthly mean satellite observed surface salinity from
Aquarius (version 4) over the period 2011 through 2015 (NASA Aquarius Project, 2015). As
the salinity in higher latitudes is not available or not reliable, I only use a restoring north of 48� S
and linearly decrease it towards 53� S (Figure 3.5c). The restoring time scale for the surface salin-
ity is set to 0.022 d�1. In future efforts, a restoring towards the surface salinity from e.g. ARGO
data might further improve the high-latitude surface freshwater fluxes. Yet, such products exist
mostly on an annual rather than monthly basis (CARS ARGO only; Ridgway et al., 2002). Po-
tential products that might be tested are either the MIMOC climatology (Schmidtko et al., 2013)
or the climatological monthly mean salinity (Zweng et al., 2013) fields from the 0.25� version of
World Ocean Atlas 2013 (WOA13 Boyer et al., 2013).

The surface heat flux in ROMS is adjusted by restoring the surface temperature in the model to
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an observed sea-surface temperature (SST) through a restoring term that varies in space and time
and is referred to as the kinematic surface net heat flux sensitivity to the SST. This restoring term is
calculated in the ROMSTOOLS from the SST and the atmospheric surface temperature, density,
wind speed, and specific humidity. Originally, this routine used monthly mean COADS data.
However, the resulting restoring field in ROMS was of very poor quality in the high latitudes of
the Southern Ocean. Therefore, I updated this routine to use the monthly mean NOAA Optimum
Interpolation SST from AVHRR (Reynolds et al., 2007) over the period 1982 to 2014 and monthly
mean ERA-Interim data for the atmospheric variables (Dee et al., 2011; ECMWF, 2007) over the
same time period. No SST restoring is applied in areas covered by sea ice as data is less reliable.

3.5.5 Lateral boundary conditions

At the open northern boundary the model is forced with the climatological monthly mean tem-
perature (Locarnini et al., 2013) and salinity (Zweng et al., 2013) fields from the 0.25� version of
World Ocean Atlas 2013 (WOA13 Boyer et al., 2013) and ocean currents and sea-surface height
data from the Simple Ocean Data Assimilation (SODA; verion 1.4.2; Carton and Giese, 2008).
The latter might be updated to SODA version 3 in future, which has the advantage of being con-
sistent with the ERA-Interim surface forcing. BEC is forced with nutrient (Garcia et al., 2014b)
and oxygen (Garcia et al., 2014a) fields from WOA13; dissolved inorganic carbon and alkalin-
ity from the Global Data Analysis Project (Key et al., 2004; Lee et al., 2006); iron, ammonium,
and dissolved nutrients from a global model simulation with CESM1.2 (Yang et al., 2017); and
chlorophyll-a from the SeaWiFS climatology (SeaWiFS Project, 2003), which is extrapolated to
depth according to Morel and Berthon (1989) and used for all phytoplankton functional types. I
interpolated these fields onto the ROMS grid using a bi-cubic interpolation method from CDO
(2015, version 1.6.8). ROMS has the possibility to either nudge the solution towards a given field
over several grid boxes at the boundary or to use a prescribed boundary condition at the edge of
the domain. Here, I use the latter and all tracers and the velocity are prescribed only at the north-
ern most grid cells in the model. Therefore, the interior of the domain consists of a completely
free running model.

I here use a radiation boundary condition for all tracers and the baroclinic mode that follows
Orlanski (1976) and Raymond and Kuo (1984) and was implemented into ROMS by Marchesiello
et al. (2001). This boundary condition radiates waves generated in the model domain out of the
domain. It generally works well when the motion or wave propagation is exerted perpendicular
to the boundary, which is the reason why the location of the northern boundary in the center of
the subtropical gyres is of advantage (section 3.4). The barotropic mode and sea-surface height
are imposed using the radiation boundary condition based on Flather (1976). However, the appli-
cation of such a radiation boundary condition for the barotropic mode turned out to cause large
model biases and model drift. These problems were visible in a drifting sea-surface height and
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Figure 3.5 Total surface freshwater flux forcing with and without restoring: (a) Net annual
total surface freshwater forcing without restoring flux. (b) Net annual total surface freshwater forc-
ing with restoring flux. (c) Modified Aquarius sea-surface salinity field used for freshwater flux
restoring. (d) Net annual surface restoring flux from the simulation years 21 to 40. Green contour:
climatological mean sea-ice edge; black lines: 48� S and 53� S. See text for details.

a continuous northward displacement of the ACC. The key problem that I identified was that the
model was open to all three ocean basins in the north, but had no knowledge on the mass exchange
between these basins north of the model boundary. Therefore, it was free to change the mass bal-
ance between the ocean basins without knowing that the net exchange at the northern boundaries
had to equal the trough-flow in the Bering Strait (1 Sv; Ganachaud and Wunsch, 2000) in the At-
lantic, and the Indonesian Throughflow in the Indian Ocean (11 Sv; Stammer et al., 2003; Naveira
Garabato et al., 2014). In order to solve this problem, I only apply the radiation condition in the
Atlantic and specify the barotropic transport at the northern boundaries in the Pacific and Indian
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Ocean to the fixed value provided by the boundary condition. While this solution works well,
it has the disadvantage of trapping barotropic waves in the model domain. Such effects would
mostly occur in the more narrow Atlantic basin, which is the reason for applying the radiation
boundary condition in this basin. Additionally, I dampened trapped barotropic waves by applying
a sponge layer with a viscosity of 400 m2 s�1 over the northern most 10� of latitude (10 and 20
grid cells in the 0.5� and 0.25� configurations, respectively). In sum, these modifications allowed
for an accurate simulation of the ocean circulation in the interior of the domain. In practice, the
ROMS setup that I use here has compared to other regional domains a very good boundary with
very little boundary artifacts such as strong along-boundary currents.

At the continental boundaries within the domain, ROMS imposes a free slip condition. While
there is a setting in ROMS to use a no-slip condition, this condition only applies to closed domain
boundaries but not the boundaries along the land-sea mask. However, implementing a partial
slip condition along the continents might be useful in future to reduce e.g. overestimated coastal
currents. The latter effect can be partially mitigated by using a bottom boundary layer and tuning
the roughness length—a method that I applied here (section 3.2.2).
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3.6 Computation, initialization, spin-up & model drift

The model runs with a calendar of 360 days and all month have an equal length of 30 days.
Averages are written to the output for each month throughout the simulation. For the 0.5� model
version, I found an ideal stable time step of 2700 s and for the 0.25� model a time step of 1200 s. I
performed all simulations in parallel computing mode using the Message Passing Interface library
Open MPI (version 1.6.5) on the ETH cluster EULER at the Swiss National Supercomputing
Center (CSCS). The model’s FORTRAN-77 code is compiled on EULER using the Intel c� IfortTM

compiler (version 14.0.1). EULER uses the Linux CentOS 6.5 operating system and computes
on multiple Hewlett-Packard BL460c Gen8 nodes with two 12-core Intel c� Xeon c� E5-2697v2
processors (Extended Memory 64 Technology) each. The model reads and writes data from and
to Network Common Data Form files (NetCDF-4, version 4.3.1; using HDF5 library, version
1.8.12). Input and output fields are partitioned into horizontal tiles and each core computes one
tile. The model performs most efficiently if the number of grid cells per tile in the ⇠-direction is
about 10 times larger than the number of grid cells per tile in the ⌘-direction. Test experiments
showed that an optimal performance is achieved for about 100 grid cells per tile in ⇠-direction,
which approximately corresponds to the recommended tiling provided in Table 3.1. However,
the model scales reasonably well for multiples of the suggested tiling if a faster computation is
required. Using the suggested settings the physical 0.5� model can be integrated at a speed of 5
model years per hour. If the model is coupled to BEC the computation time increases by a factor
of 3. However, it should be noted that these computation times strongly depend on the number
of variables and the averaging period of the data written to the output files. Therefore, a large
number of variables, e.g. written by BEC, can considerably slow down the simulation.

ROMS is initialized from rest, i.e., all velocities at the beginning of the simulations are set
to 0. Similarly, the sea-surface height is also initialized at 0. All tracers are initialized with the
climatological mean fields described in section 3.5.5. The temperature and salinity tracers are
initialized with the January climatological mean fields. Starting the model with austral summer-
time conditions has the advantage that more observational data enter the initial fields.

Throughout this project, I ran more than 200 simulations (mostly 10 years) with the low-
resolution (0.5�) version of the physical model to test certain paramertizations, forcings, and
model developments. Very often biases in the model only occur after several years of integration.
However, these test simulations were feasible as the model is running very fast and computation-
ally efficient, i.e., 10 model years in two hours on 288 cores.

For this thesis, I performed a 40-year spin-up simulation with both the physical 0.25� version
and the coupled physical-biogeochemical 0.5� version of the model as a starting point for the
experiments presented in chapters 4 and 5, respectively. Due to biases in the forcing data and
inaccuracies in the model’s representation of physical processes through parameterizations, the
model drifts away from the observation-based initial conditions in the first years of the simulation
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Figure 3.6 Salinity drift during spin-up simulation: Sea-surface salinity during simulation
years 1 to 10 (a) and 31 to 40 (b). Cross-sections showing the zonal mean subsurface salinity
drift during simulation years 1 to 10 (c) and 31 to 40 (d). Note the different scales.

towards a new equilibrium that is consistent with the forcing and model code (Figures 3.6, 3.7,
and 3.8). Typically, a larger drift occurs in the first 10 years of the simulation and is about one
order of magnitude smaller after the 40 spin-up years (note the different scales in Figures 3.6 and
3.7).

Strong drift occurs in the salinity fields over the continental shelf around Antarctica at the be-
ginning of the simulation (Figure 3.6a,c). There are three potential reasons for this drift. Firstly,
the WOA13 field that is used to initialize the model is a climatological mean over many decades,
but the land ice melting (section 3.5.3) is estimated for the year 1992, which is a potentially
higher melt rate than what would be consistent with WOA13. The second reason is the underes-
timated surface cooling over the continental shelf that leads to a reduced AABW formation in the
model and therefore to a reduced subduction of the surface freshwater (section 3.7). Thirdly, an
overly-stable surface layer or too little surface mixing also contributes to a lack of subduction of
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freshwater in this region, making the surface ocean fresher and the deep ocean saltier. At the end
of the spin-up the surface salinity drift is small (note the different scales) and depends on the re-
gion, indicating that the model’s surface is largely equilibrated and most of the trends result from
internal variability. In the subsurface ocean a prevailing salinification of the AAIW and SAMW
is the most prominent feature (see section 3.7 for more details).

Figure 3.7 Temperature drift during spin-up simulation: Sea-surface temperature during sim-
ulation years 1 to 10 (a) and 31 to 40 (b). Cross-sections showing the zonal mean subsurface
temperature drift during simulation years 1 to 10 (c) and 31 to 40 (d). Note the different scales.

The surface temperature drift shows a warming of high latitudes and a weak cooling of lower
latitudes in the beginning of the simulation (Figures 3.7 a–b). At the end of the spin-up simula-
tion, most of this surface temperature drift disappeared. A more critical feature is a broad-scale
subsurface warming (Figures 3.7 c–d), which, even though at a much smaller rate, still persists
at the end of the spin-up. This subsurface temperature drift can probably be attributed to a too
stable surface layer and too little surface heat loss. As the Southern Ocean gains heat through the
inflow of relatively warm NADW through the northern boundary, it needs to lose this heat to the
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atmosphere at the high-latitude surface ocean or the outflow of surface waters, SAMW, or AAIW.
If this heat loss does not equal the inflow at the northern boundary the model temperature will
continue to drift in the subsurface. Future efforts should be devoted to resolving this issue.

Figure 3.8 Transport drift during spin-up simulation: Time series of vertically integrated zonal
volume transport (Sv) through (a) Drake Passage, (b) south of Africa, and (c) south of Australia.
The blue curve shows the model spin-up simulation and the blue dashed line the respective mean,
the red curve the SODA climatology that was used to force the model at the northern boundary
(section 3.5.5, and the green dashed line shows the approximate mean values from observations
(Ganachaud and Wunsch, 2000; Naveira Garabato et al., 2014; Koenig et al., 2014).

Figure 3.8 shows the temporal evolution of the vertically integrated zonal volume transport
in the model with the ACC through Drake Passage, south of Africa, and south of Australia.
Due to the fixation of the northern boundary (section 3.5.5), the relative transport ratio between
these gateways does not change but its absolute magnitude changes over time depending on the
surface forcing and the meridional density gradient. The transport decreases by about 30 Sv
over the first 10 years and only slightly thereafter. A more detailed evaluation of the transport is
provided is section 3.7. To account for any remaining model drift in each of the experiments, I
ran an additional control simulation that is used to subtract the model drift from the experiments
presented in chapters 4 and 5.
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3.7 Model evaluation

In this section, I only evaluate the model physics of the 0.25� resolution model, because the ocean
circulation model was the key focus of this chapter. A brief evaluation of the biogeochemical
model is provided in chapter 5. The evaluation is based on the last 10 years of the climatological
mean spin-up simulation (section 3.6), i.e., simulation years 31 to 40, when the model drift is
comparably small.

3.7.1 Circulation

In section 3.5.5, I introduced a new concept for the northern boundary in ROMS, where the
vertically integrated transport is fixed to the boundary condition in the Pacific and Indian Ocean
sectors and is free to adjust in the Atlantic sector. Figure 3.9 shows this vertically integrated
transport at the northern boundary compared to the SODA boundary forcing. The overall net
transport through the boundary is zero, because the northern boundary is the only open boundary
in the domain. Starting at the African continent and going eastward, the cumulative transport in
the Indian Ocean amounts to �16 Sv, which agrees with the estimate by Ganachaud and Wunsch
(2000) and is a slightly higher southward transport than the estimated �11 Sv by Sloyan and
Rintoul (2001a), Stammer et al. (2003), or Talley (2003) for the Indian Ocean. In the model
and in SODA, �20 Sv are transported through the Mozambique Channel and +4 are transported
northward east of Madagascar. The former is a slightly higher southward transport than the
estimated �17 Sv by Ridderinkhof et al. (2010). In the Pacific, +16 Sv are transported to the north
by the model and SODA, which is again in good agreement with the estimate by Ganachaud and
Wunsch (2000) and slightly higher than the one by Stammer et al. (2003) and Naveira Garabato

Figure 3.9 Meridional transport at the northern boundary: Cumulative, vertically integrated
meridional volume transport (Sv) through the northern boundary. The blue curve shows the model
simulation, the red curve the SODA climatology that was used to force the model at the northern
boundary (section 3.5.5), and the green dashed line shows the approximate mean from observations
for each basin, which has to sum up to zero over the entire northern boundary (Ganachaud and
Wunsch, 2000; Stammer et al., 2003; Naveira Garabato et al., 2014). Gray bars denote continental
margins.
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et al. (2014). In the Atlantic, where the model can adjust the boundary transport, a slightly too
weak southward transport occurs with the western boundary current. This lack of transport into
the domain is compensated by a slightly too weak northward Sverdrup transport in the central
and eastern Atlantic subtropical gyre. The overall transport in the Atlantic in the model amounts
to �0.4 Sv, similar the observed values between 0 and �1 Sv (Ganachaud and Wunsch, 2000;
Naveira Garabato et al., 2014), which should roughly equal the flow through Bering Strait.

Figure 3.10 Zonal transport between ocean basins: Cumulative, vertically integrated zonal
volume transport (Sv) through (a) Drake Passage, (b) south of Africa, and (c) south of Australia.
The blue curve shows the model simulation, the red curve the SODA climatology that was used
to force the model at the northern boundary (section 3.5.5), and the green dashed line shows the
approximate overall mean from observations (Ganachaud and Wunsch, 2000; Naveira Garabato
et al., 2014; Koenig et al., 2014).

Between the ocean basins there is a westward transport close the Antarctic continent with the
coastal current and a much stronger eastward transport with the ACC further north as illustrated
by the cumulative transport shown in Figure 3.10 for each of the three major gateways. In the
model, these transports amount to +103 Sv through Drake Passage, +104 Sv south of Africa, and
+119 Sv south of Australia. While the relative ratio between these transports is set through the
northern boundary forcing and therefore agrees well with observations, their absolute eastward
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transport is about 37 Sv lower than the observation based estimates (Ganachaud and Wunsch,
2000; Naveira Garabato et al., 2014; Koenig et al., 2014). This bias is related to a too small
north—south density gradient in the model, which is typical for an overly-stable high-latitude
surface ocean. In contrast, test experiments showed that the occurrence of high-latitude open-
ocean deep convection would lead to an overestimation of the ACC transport, in agreement with
the findings by Stössel et al. (2015). The transport shows a realistic meridional structure with
two to three jets in the ACC region that are associated with the main fronts (Cunningham et al.,

Figure 3.11 Sea-surface height and barotropic streamfunction showing the horizontal cir-
culation: Sea-surface height from the model (a) and AVISO satellite product (b). The satel-
lite product is produced by Ssalto/Duacs and distributed by AVISO with support from Cnes,
http://www.aviso.altimetry.fr/duacs. Note the different color scale to adjust for the difference in
mean sea level between the two estimates. (c) The sea-surface height difference between the model
and the satellite data adjusted whereas the mean difference has been removed. (d) Barotropic
stream-function from the model. Green contour line: climatological mean sea-ice edge.

http://www.aviso.altimetry.fr/duacs
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2003). These jets are somewhat stronger than those by the coarser resolution SODA simulations.
The westward coastal transport amounts to about �30 in most of the Indian Ocean and Pacific
sectors, in agreement with the estimates by Peña-Molino et al. (2016). In the Atlantic sector,
the transport is about �25 Sv in the vicinity of the Antarctic Slope Front, which is considerably
higher than the estimate of about �10 Sv by Dong et al. (2016). The overall westward transport
associated with the southern part of the Weddell Gyre (Figure 3.10b) amounts to about �70 Sv,
which is comparable to the estimate by Schröder and Fahrbach (1999). In summary, the westward
coastal transport is slightly overestimated due to a too strong meridional density gradient and the
eastward ACC transport slightly underestimated due to a too weak meridional density gradient.

The simulated horizontal circulation pattern agrees generally well with the observed structure
(Figure 3.11), which can be depicted from the comparison of the sea-surface height patterns in the
model with the observed pattern from satellite data (AVISO; produced by Ssalto/Duacs and dis-
tributed by AVISO with support from Cnes, http://www.aviso.altimetry.fr/duacs). It shows strong
gradients in the ACC region with several typical meridional excursions associated with topo-
graphic features. Overall, the meridional gradient is slightly too weak, confirming the previously
stated underestimation of the ACC strength. On the Antarctic continental shelf, the sea-surface
height is significantly overestimated in the model due to a too low density of the continental shelf
waters. The stronger Weddell Gyre and the weaker Ross Gyre are clearly visible in the sea-
surface height field and the barotropic stream-function of the model, which is the total transport
integrated from the Antarctic continent towards the north (see e.g. Zika et al., 2012).

Figure 3.12 Meridional overturning circulation: Zonally averaged meridional overturning
stream-function calculated from ROMS (a) and SODA (b).

In the vertical, the meridional overturning circulation (Figure 3.12) shows a clear upper and
lower circulation cell in the model. This circulation looks very similar to the one in SODA,
which is used to force the model at the northern boundary. However, it should be noted that the
model’s ocean interior runs freely, i.e., it is not adjusted to the SODA circulation. Nevertheless, it
remains unclear how much of the overturning circulation in the model is governed by the northern

http://www.aviso.altimetry.fr/duacs
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boundary forcing. Compared to the estimates by e.g. Lumpkin and Speer (2007) or Marshall and
Speer (2012), the upper circulation cell seems too strong and the lower circulation cell too weak.
Certainly, some of the biases in the model’s water-mass structure (see below) might result from
a dependence of the overturning circulation on the northern boundary and a replacement of the
northern boundary transport by alternative products might improve the circulation.

3.7.2 Surface processes

In this section, I will evaluate the ocean’s surface processes based on a comparison of sea-surface
salinity (Figure 3.13), sea-surface temperature (Figure 3.14), and surface mixed layer depth (Fig-
ure 3.15) to observational data products. The latter products comprise the annual mean Argo-only
climatology of CARS2009 (developed by CSIRO; Dunn and Ridgway, 2002; Ridgway et al.,
2002), and the EN4 Objective analyses derived from quality controlled ocean profile data (ver-
sion 4.2.0; 1979–2014; Ingleby and Huddleston, 2007; Good et al., 2013), and a combined Argo
and CTD profile derived mixed layer depth product (de Boyer Montégut et al., 2004). For this
comparison, the mixed layer depth from ROMS has been re-computed using the same density
criterion as the observational product, because the mixing depth computed by ROMS itself uses
a different criterion (for details see Eberenz, 2015).

The model suffers from a too fresh surface ocean in the sea-ice region, most of the South
Atlantic, and, more extremely, over the Antarctic continental shelf (Figure 3.13). This signal
becomes even more apparent during austral summer. A potential explanation for this fresh bias at
the surface is provided by the too shallow mixed layer in the sea-ice region mostly during summer
but also during winter (Figure 3.15). North of the sea-ice edge, a positive salinity bias exists in
the Pacific and Indian Ocean sectors. A potential explanation for this bias is a reduced horizontal
mixing of the water masses in the not fully eddy-resolving 0.25� model.

The sea-surface temperature shows a slight warm bias in the high-latitude surface ocean—
mostly around the sea-ice edge (Figure 3.14). This warm bias originates from the austral summer
period and is most likely related to an overly-weak summer-time mixing. Even though the modifi-
cation of the mixing processes in KPP (section 3.2.2) that I introduced to ROMS greatly helped to
reduce some of these biases, the model still has problems to accurately simulate mixing processes
during the strongly stabilizing melting conditions during summer. Besides the shallow bias of the
surface mixed layer in high latitudes during summer, a too deep mixed layer occurs north of the
frontal region and downstream of Drake Passage during austral winter (Figure 3.15). Neverthe-
less, the model is generally able to simulate the spatial and temporal evolution and characteristic
patterns of the surface mixed layer depth in the Southern Ocean (de Boyer Montégut et al., 2004)
with deep winter-time mixed layers north of the frontal region during winter and a more annular
and somewhat shallower mixed layer in the ACC region during summer.
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Figure 3.13 Sea-surface salinity: Annual mean sea-surface salinity in ROMS (a) and its dif-
ference to the Argo-only climatology of CARS2009 (b). Austral summer (DJF) mean sea-surface
salinity in ROMS (c) and its respective difference to the EN4 climatology (d). (e) and (f) as (c)
and (d) but for austral winter (JJA). The green contour line denotes the climatological mean sea-ice
edge.
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Figure 3.14 Sea-surface temperature: Annual mean sea-surface temperature in ROMS (a) and
its difference to the Argo-only climatology of CARS2009 (b). Austral summer (DJF) mean sea-
surface temperature in ROMS (c) and its respective difference to the EN4 climatology (d). (e) and
(f) as (c) and (d) but for austral winter (JJA). The green contour line denotes the climatological
mean sea-ice edge.
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Figure 3.15 Surface mixed layer depth: Annual mean surface mixed layer depth computed from
ROMS (a) and its difference to an Argo-derived product (b). (c) and (d), and (e) and (f) as (a) and
(b) but for austral summer (DJF) and austral winter (JJA), respectively. The green contour line
denotes the climatological mean sea-ice edge. Note the different scales. See text for details.
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3.7.3 Hydrography & water masses

The most challenging comparison for an ocean circulation model of the Southern Ocean is the
difference between the model’s temperature and salinity and observational data in the vertical.
Figure 3.16 shows these zonal mean fields compared to the WOA13 database (Boyer et al., 2013;
Locarnini et al., 2013; Zweng et al., 2013). Overall, ROMS is able to represent the Southern
Ocean water mass structure with a fresh and cold surface layer, a warm and salty deep water layer,
and a cold bottom water layer. However, the latter layer is most likely not yet fully equilibrated by
the end of the spin-up simulation. Close to the surface, the model is also able to represent the cold
and relatively fresh subsurface winter-water layer with an even fresher and warmer summer-water
layer on top (not shown). In lower latitudes the characteristic fresh AAIW and SAMW layer is
visible in the model.

Despite this general ability of the model to represent the ocean water masses, major biases
exist. Among these biases is a pronounced positive salinity bias in the region of the AAIW
and SAMW, which are too shallow, too warm, and too salty in the model. These issues are

Figure 3.16 Zonal mean temperature and salinity: Annual, zonal mean temperature and salin-
ity fields from ROMS (a) (b) (c) (d).
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mostly related to the fresh biases at the high-latitude ocean surface, because too little freshwater
is transported northward and mixed into the subsurface layers where it would be transported with
AAIW and SAMW. An additional degradation of AAIW and SAMW might occur due to spurious
diapycnal mixing in the ocean interior (section 3.1.1). A second major bias is the too fresh
Antarctic continental shelf that I already noted when describing the surface salinity biases. This
problem is directly related to a considerable subsurface warm bias in the high-latitude Southern
Ocean. On the one hand, the too fresh surface ocean reduces the subduction of cold AABW,
which leads to a subsurface warming. On the other hand, the too fresh surface ocean might
also be related to a too weak surface heat loss in the coastal ocean that prevents the subduction
of these water to the subsurface. This latter process becomes apparent as a slightly too salty
deep ocean. Even though there is a large uncertainty in the total amount of AABW production
and the strength of the lower circulation cell (about 30 Sv, see section 1.3.1), with only about
10 Sv of northward transport in the AABW layer, the model seems to have a too weak AABW
production. In summary, most of the problems in the model’s hydrography seem to result from
an unrealistically weak vertical exchange.
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3.8 Summary of model developments & future directions

In this chapter, I presented a new regional model for the Southern Ocean. The underlying physical
ocean circulation model is a regional configuration of ROMS (Shchepetkin and McWilliams,
2003, 2005, 2009a), which has a stretched, terrain-following vertical coordinate system. A key
challenge with models that have such a coordinate system is the occurrence of spurious diapycnal
mixing in the deep ocean where isopyncals cross the vertical coordinates. This process leads to
a long-term degradation of interior ocean water masses in basin-scale applications if the model
is running freely, i.e., without restoring. I mitigated the problem in several ways: (1) Spurious
diapycnal mixing is reduced through increasing the vertical and horizontal resolution; (2) a careful
choice of the vertical stretching parameters leads to a damping of terrain-effects in the upper ocean
and reduces the degradation of AAIW and SAMW; (3) an enhanced smoothing of the topography
reduces terrain-effects throughout the water column and improves the representation of all water
masses. I counteracted the reduction in bottom roughness induced by (3) by increasing the bottom
roughness length scale in the mixing scheme to slow down unrealistically strong coastal currents.
An important future development to further reduce these effects would be the implementation of
an isoneutral advection scheme (Lemarié et al., 2012b).

To obtain a realistic mean ocean circulation, I modified the implementation of the northern
boundary condition. Using a specified boundary condition for the barotropic mode that directly
sets the outermost grid cell to the vertically integrated transport of the lateral forcing in the Pacific
and Indian Ocean sectors, constrains the relative exchange of water masses between the basins.
Without this constraint the model would drift due to an unknown water mass exchange north of
the northern boundary. In order to reduce the effect of barotropic waves that might get trapped
in the domain due to this fix, I added a sponge layer with enhanced viscosity along the northern
boundary and used a radiation boundary condition in the Atlantic basin only. The latter enables
the model to still adjust its mean circulation to the forcing. Moreover, the location of the northern
boundary at a latitude where the transport is mostly perpendicular to the boundary helped to
reduce boundary artifacts and increased the stability of the model. Another important change to
obtain a realistic circulation around the southern boundary—the Antarctic continent—is the use of
RTopo-1 (Timmermann et al., 2010) for the bathymetry, and land and ice-shelf masks. Finally, the
refinement of the horizontal resolution towards the south, enables the model to better represent
the ACC and coastal circulation around Antarctica at low computational cost. Moreover, this
horizontal grid naturally follows the decreasing baroclinic Rossby deformation radius towards
the south and therefore helps the model to resolve baroclinic instabilities. While I only use the
0.5� and 0.25� configurations of the model in this thesis, a fully eddy-resolving resolution of 0.1�

will further improve the circulation and lateral mixing processes in future.

Vertical mixing processes in ROMS are parameterized through a first-order closure scheme
(KPP; Large et al., 1994; McWilliams et al., 2009). This common mixing scheme tends to produce
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a too shallow mixed layer in the Southern Ocean surface waters in summer, which led to too salty
AAIW and SAMW and, in extreme cases, spurious deep ocean convection in the high-latitudes
in winter. I found that this bias is induced by two problems. Firstly, the shallow mixed layer was
not represented well when the vertical resolution was insufficient and the diffusivity dropped to
a background value. The use of 64 vertical layers can mostly avoid such an effect. Additionally,
I implemented an option that calculates the vertical diffusivity for the first layer interface based
on the surface forcing if the mixed layer shoals below this level. The second issue is a very
fast stabilization and a related decrease of the mixed layer depth during summer after strong
mixing events, which occurs due to the strongly stabilizing buoyancy forcing. Consistent with
Timmermann and Beckmann (2004) and Dinniman et al. (2003), I found that a formulation of
the mixed layer depth as suggested by Lemke (1987) and Markus (1999) that solely depends on
the surface forcing and an exponential dissipation function provides much more realistic results
for the mixed layer depth decay under such strongly stabilizing conditions. This implementation
resulted in the largest improvement. In future, the implementation of a damping function that
accounts for the dissipation of inertial shear after the passage of a storm or eddy under strongly
stabilizing conditions would be desirable. Additionally, the use of a higher maximum diffusivity
for the calculation of the mixing induced by shear and stability improved the mixing processes just
below the mixed layer and spared the need for an additional convective adjustment formulation.

The model is forced with momentum, heat, and freshwater fluxes from the atmosphere, sea
ice, and land ice. I made multiple modifications to the surface forcing creation tools in ROMS.
Among theses changes are an improved interpolation scheme, more suitable and consistent fields
for the surface temperature and salinity restoring, a correction of the fluxes in the presence of sea
ice, an addition of sea-ice melting and freezing fluxes, an addition of river input, and an addition
of iceberg melting fluxes. Moreover, I implemented the possibility to add interior ocean sources
of freshwater, heat, and tracers to add subsurface fluxes of ice-shelf melting. I added multiple
options to treat the presence of sea ice in the model. Among these are a calculation of heat fluxes
under ice, and a parameterization of convective brine plumes. I also added an option to perform
only a partial surface restoring to temperature and salinity whenever reliable data is available. All
these changes related to the surface forcing led to major improvements and a reduction of biases.
One of the key remaining biases in the forcing data is a warm bias in the ERA-Interim surface
heat flux, and a bias correction might result in further improvements.

While the above described changes to the model result in a general ability to represent the
water-mass structure, circulation, and mixing processes in the Southern Ocean, several pro-
nounced model biases and challenges remain for the future. The most problematic biases are
a too fresh coastal ocean, too little AABW formation, a warm bias at the subsurface, a surface
fresh bias in the sea-ice region and the South Atlantic, and a too shallow, warm, and salty AAIW
and SAMW. Many of these biases are probably directly related. The circulation of the model is
generally very well represented and biases are most likely related to either the surface heat flux or
mixing processes. Especially, forcing the model with a mostly fixed surface heat flux seems prob-
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lematic as the model builds up heat in the ocean interior that cannot be lost to the high-latitude
atmosphere as long as the heat flux is prescribed. The implementation of a bulk formulation for
the surface heat flux might help to mitigate this problem. In addition to the suggested future
improvements above, an update of the equation of state to its newest version (TEOS-10), an im-
plementation of surface mixing by waves, and a tidal model might help to reduce the remaining
biases. Moreover, a completion of the partly implemented sea-ice model and and ice-shelf cavity
model might be useful to study feedbacks between the ocean and the ice in future. Together with
the sea-ice model a representation of sea-ice biogeochemistry and the input of nutrients associ-
ated with glacial discharge might also be desirable to better understand the biological production,
the ecosystem, and the carbon fluxes in the high latitudes.
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Abstract

This study investigates the sources of recent changes in the Southern Ocean hydrography and
circulation by forcing a regional ocean circulation model with recent observational constraints
on changes in surface fluxes from sea ice and land ice and with atmospheric reanalysis data.
Sensitivity experiments support the hypothesis that the freshening of open-ocean surface and in-
termediate waters is caused by an increased northward freshwater transport by sea ice. In the
model, this freshening signal increases the surface density stratification of the open-ocean waters
between the sea-ice edge and the Subantarctic Front, which results in a significant surface cooling
and subsurface warming due to a reduced mixing of warmer deep waters into the surface layer and
smaller heat capacity of the mixed layer. A remarkable agreement between the satellite-observed
and simulated surface cooling suggests that this surface cooling occurs primarily due to an in-
creased sea-ice freshwater flux. In contrast, the surface salinity and temperature weakly increase
in response to the momentum flux changes. Overall, we find opposing tendencies induced by
the surface wind stress changes and freshwater flux changes in the ocean hydrography and trans-
port with the circumpolar current. One exception is the meridional overturning circulation that
strengthens in both cases, but additionally shoals in the freshwater flux perturbation experiment.
We conclude that the upwelling of deep waters in the Southern Ocean is greatly sensitive to the
freshwater transport to the sea-ice edge and that this process is a major driver of changes observed
over recent decades in the Southern Ocean surface waters south of the frontal region and water
masses formed in this region.
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4.1 Introduction

Observations of the Southern Ocean waters reveal pronounced changes in temperature and salinity
over recent decades (e.g. Böning et al., 2008; Jones et al., 2016). Understanding these changes and
their driving forces is of major concern because they may reflect or lead to changes in the vertical
exchange of water masses between the surface and the deep ocean, which in turn influences the
Southern Ocean’s ability to take up carbon and heat from the atmosphere (Frölicher et al., 2015;
Landschützer et al., 2015b). Therefore, such changes in the Southern Ocean could feedback on
global climatic changes in the long-term (Knox and McElroy, 1984; Sarmiento and Toggweiler,
1984; Siegenthaler and Wenk, 1984; Sigman et al., 2010) and amplify or diminish global warming
(Manabe and Stouffer, 1993; Sarmiento et al., 1998; Caldeira and Duffy, 2000). A detailed pro-
cess understanding and an attribution of recent hydrographic changes to either surface freshwater,
heat, or momentum flux changes has yet been limited by the availability of reliable surface flux
data. In this study, we make use of most recent observation-based estimates in surface freshwater
fluxes from sea ice (Haumann et al., 2016b) and land ice (Depoorter et al., 2013; Sutterley et al.,
2014; Paolo et al., 2015) to investigate the response of the Southern Ocean salinity, temperature,
density stratification, and circulation to the suggested changes in these fluxes and contrast this
response with wind-induced ocean circulation and mixing changes, and observed changes.

The observed recent changes in the Southern Ocean have not been spatially uniform but in-
stead exhibit vertical and horizontal patterns that relate to the characteristic water masses. Large
areas of the high-latitude surface ocean (south of the Subantarctic Front) experienced a sub-
stantial surface freshening (Jacobs et al., 2002; Jacobs and Giulivi, 2010; Durack et al., 2012),
and—despite global warming—a significant and persistent surface cooling (Fan et al., 2014; Ar-
mour et al., 2016) and sea-ice expansion (Comiso and Nishio, 2008; Stammerjohn et al., 2008)
over recent decades. These signals at surface largely originate from the Pacific sector. In other
sectors, the surface ocean has freshened less and experienced a slight warming. A stronger warm-
ing occurred in lower latitudes. At the subsurface, a pronounced freshening (Wong et al., 1999;
Böning et al., 2008; Helm et al., 2010; Schmidtko and Johnson, 2012) and warming (Gille, 2002;
Böning et al., 2008; Schmidtko and Johnson, 2012) of Antarctic Intermediate Water (AAIW) and
Subantarctic Mode Water (SAMW) occurred in the open ocean. Along the Antarctic continental
shelf, warming (Schmidtko et al., 2014; Cook et al., 2016) and freshening (Jacobs and Giulivi,
2010; Hellmer et al., 2011; Schmidtko et al., 2014) occurred in many regions. This signal po-
tentially also propagated into the Antarctic Bottom Water (AABW) that is subducted from the
continental shelf region (Jullion et al., 2013; Purkey and Johnson, 2013). All these changes in the
water mass properties suggest either substantial changes ocean circulation, ocean mixing, surface
freshwater or heat fluxes, or a combination of these factors.

The observed strengthening (Marshall, 2003; Thompson et al., 2011; Lee and Feldstein,
2013) and possible shift (Fyfe et al., 2007; Cai et al., 2010) of the westerly surface winds over
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the Southern Ocean might have led to changes in wind-driven ocean circulation and mixing. In
the subsurface, the observed warming of AAIW and SAMW in the Atlantic and Indian Ocean
sectors has been related to a poleward shift of the ACC (Gille, 2008; Sokolov and Rintoul, 2009b;
Meijers et al., 2011). Yet, large zonal (Freeman et al., 2016) and potentially temporal variations
(Landschützer et al., 2015b) in these meridional shifts have occurred over recent decades that are
related to zonal asymmetries in the atmospheric circulation changes (Turner et al., 2009; Hosking
et al., 2013; Haumann et al., 2014). Together with an increased heat uptake from the atmosphere
due to global warming (Cai et al., 2010; Armour et al., 2016), these processes could explain large
portions of the observed warming of AAIW and SAMW, but not the observed freshening (Mei-
jers et al., 2011). An increase in the meridional overturning circulation, as suggested by coarse
resolution global climate models (Oke and England, 2004; Saenko et al., 2005; Fyfe and Saenko,
2006), would only initially cool and presumably freshen the surface waters (Sen Gupta et al.,
2009; Thompson et al., 2011; Ferreira et al., 2015; Kostov et al., 2016; Seviour et al., 2016). On
time-scales longer a few month to several years, the surface waters warm and become more salty
due to increased upwelling deep waters, which would be inconsistent with the observed changes.
High-resolution modeling experiments (Hallberg and Gnanadesikan, 2006; Farneti et al., 2010;
Meredith et al., 2012; Patara et al., 2016) and observational studies (Böning et al., 2008; Hogg
et al., 2015) suggest that the overturning circulation is much less sensitive to changes in the sur-
face winds than initially thought. In the absence of changes in the overturning circulation, a
delayed and reduced warming would still be expected because the upwelling deep waters did not
yet experience global warming Armour et al. (2016). However, the observed surface cooling,
sea-ice expansion, and broad-scale freshening over recent decades cannot be explained by the
historical anthropogenic forcing in current global climate models (Wong et al., 1999; Helm et al.,
2010; Bitz and Polvani, 2012; Haumann et al., 2014). Consequently, the origin of these changes
proposes a major conundrum.

Changes in Southern Ocean salinity and temperature fields could result from changes in ver-
tical density stratification that either enhance or reduce the vertical exchange of heat and salt
(Gordon and Huber, 1984; Martinson, 1990; Hasselmann, 1991; Manabe and Stouffer, 1993;
Bitz et al., 2006). Such changes in stratification would result from changes in the surface buoy-
ancy forcing. While the surface ocean stratification north of the frontal region is mostly sensitive
to surface heat flux changes (Manabe and Stouffer, 1993; Sarmiento et al., 1998), south of the
frontal region it is predominantly controlled by surface freshwater fluxes (Sigman et al., 2004;
Stewart et al., 2016). Therefore, a more stable halocline in the in the high-latitude Southern
Ocean could induce a surface cooling and freshening of the surface waters and warmer and saltier
deep waters (Gordon and Huber, 1984; Martinson, 1990; Bitz et al., 2006; Zhang, 2007; Bintanja
et al., 2013; Goosse and Zunz, 2014)—a figure that is consistent with recently observed changes
in the Southern Ocean. Observations in the Southern Ocean high latitudes indeed show such an
increased surface density stratification due to a strengthening of the halocline (de Lavergne et al.,
2014), which would imply an increased surface freshwater forcing in the upwelling region.
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While observational evidence has been small, numerous modeling studies have suggested a
surface freshening and cooling in the Southern Ocean could be induced by an increased surface
freshwater flux from either the atmosphere (Zhang, 2007; Liu and Curry, 2010), glacial melt
(Hellmer, 2004; Bintanja et al., 2013; Pauling et al., 2016), or northward transport of sea ice
(Pollard and Thompson, 1994; Kirkman and Bitz, 2011; Goosse and Zunz, 2014). Global models
suggest that atmospheric surface freshwater fluxes increase over the Southern Ocean with global
warming (Liu and Curry, 2010; Knutti and Sedláček, 2013). However, over recent decades, very
little change is observed in most reliable estimates of reanalysis and satellite-derived products
(Bromwich et al., 2011; Nicolas and Bromwich, 2011), leaving a large uncertainty on atmospheric
changes. Glacial meltwater discharge has considerably increased in the South Pacific sector due
to increased grounding line fluxes (Sutterley et al., 2014) and increased ice shelf-thinning (Paolo
et al., 2015) presumably due to warming of coastal waters (Spence et al., 2014; Cook et al.,
2016). However, this meltwater largely acts to freshen the coastal ocean and presumably AABW
(Hellmer, 2004; Jacobs and Giulivi, 2010; Purkey and Johnson, 2013; Kusahara and Hasumi,
2014; Nakayama et al., 2014; Pauling et al., 2016). Most recent observation-based estimates of
northward transport of freshwater by sea ice suggest that these changes would be largely sufficient
to explain most of the open ocean freshening of the surface waters and AAIW (Haumann et al.,
2016b), with possible contributions to the increased surface stratification, surface cooling, and
subsurface warming.

In this study, we explore the hypothesis that sea-ice changes drive a large-scale freshening
of the open-ocean surface and intermediate waters and land-ice changes mostly the coastal and
bottom waters as was previously implied from changes in the surface freshwater fluxes. We will
then analyze if such a freshening induces an increased density stratification that could contribute
to the observed surface cooling and subsurface warming in the Southern Ocean. For the purpose
of this investigation, we will perturb a regional ocean circulation model with the observation-
based magnitude and spatial pattern of changes in sea-ice and glacial freshwater fluxes. In order
to place our results in context, we will run an additional experiment with an observation-based
momentum flux perturbation and compare our results to observed changes in ocean temperature
and salinity.
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4.2 Model, experimental design & data

We here use the eddy permitting version (5 to 25 km horizontal resolution) of the Regional Ocean
Modeling System (ROMS) that has been adapted for the Southern Ocean region south of 24� S
as described in detail in section 3. The model is forced at the surface with climatological mean
observation-based fluxes from the atmosphere, sea ice, and land ice. Therefore, it is suitable
for studying the response of the ocean to perturbations in these fluxes, which is the aim of this
study, but not to study feedback mechanisms. As discussed in detail in section 3.7, this mostly
free running model in the interior ocean basin is generally able to reproduce the Southern Ocean
circulation and water mass structure, but also suffers from some considerable biases. These biases
involve a too weak surface mixing in summer, a too salty, warm, and shallow AAIW, a too fresh
coastal ocean, and a too warm and salty deep ocean. Potential effects of these biases on our results
are discussed in section 4.4.

After a spin-up simulation of 40 years, the model shows only very little drift in the ocean cir-
culation and surface properties. Some model drift remains at the subsurface (see section 3.6). We
account for this drift by running a control experiment that continues after the spin-up simulation
for another 40 years using the climatological mean forcing. In addition to this control simulation,
we run three perturbation experiments for 40 years. Each of these perturbation experiments uses
the climatological mean forcing except for one respective variable that is perturbed according to
observation-based estimates of changes over recent decades. Throughout the control and the per-
turbation experiments we add the restoring fluxes of heat and freshwater from the last ten years
of the spin-up simulation to the surface forcing and restrict restoring to both surface temperature
and salinity fields to the boundary region between 24� S and 40� S to prevent the model from
drifting at the boundary. Therefore, the perturbations in the regions of interest (south of 40� S)
are not influenced by the restoring of the model.

In one experiment, we only perturb the sea-ice melting and freezing fluxes (Haumann et al.,
2016b,a). We estimate daily trends by calculating the trend in the net sea-ice production from a
11-day running mean window for each grid point over the period 1982 to 2008. Calculating the
trend from the melting and freezing fluxes separately rather than using the net flux would have led
to very large over- or underestimations and a very noisy product as these flux components have a
much higher uncertainty (Haumann et al., 2016b). Even though the actual observational period is
shorter, we multiplied the resulting trend by 35 years to obtain a magnitude that is comparable in
terms of its time period to the wind perturbation (see below). The resulting annual perturbation
(Figure 4.1a) agrees well with the original net sea-ice freshwater flux changes.

In a second experiment, we also perturb the sea-ice freshwater fluxes but additionally increase
the glacial meltwater discharge from the Antarctic continent. The mean ice-shelf melting fluxes
originate from Depoorter et al. (2013), who estimated a total discharge due to basal melting of
1454 Gt yr�1 for the year 2009. For the spin-up simulation and the control experiment we re-
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Figure 4.1 Observation-based surface freshwater flux and wind perturbations: (a) Surface
freshwater flux perturbation from sea ice and land ice (purple in inset). (b) Eastward surface wind
stress perturbation from ERA-Interim. Green contour line: climatological mean sea-ice edge. Black
contour line: Antarctic continental shelf (shallower than 1000 m).

calculate these fluxes by reducing the discharge in the sector between 165� W and 60� W (inset in
Figure 4.1a), i.e. the West Antarctic Ice Sheet, where most of the change over the recent decades
occurred. Removing the contributions of changes in the grounding line flux (Sutterley et al.,
2014) and the ice-shelf thinning (Paolo et al., 2015) since 1992, we approximate the discharge
to about 860 Gt yr�1 for the spin-up and control simulations. For the perturbation experiment,
we increase this flux to 1755 Gt yr�1, to approximately mimic the year 2014. The decrease and
increase has been scaled with the mean discharge of each ice shelf, so that ice shelves with a
high discharge in 2009 experience the largest changes. We do not run experiments where we
perturb the freshwater fluxes from ice berg melting or the atmosphere, as there is, to the authors
knowledge, no observation-based evidence for considerable changes in these fluxes. The most
reliable reanalysis product and observational estimates suggest that the atmospheric flux over the
Southern Ocean did not change much over the recent decades (Bromwich et al., 2011; Nicolas
and Bromwich, 2011).

We run a third experiment, in which we perturb both the eastward and northward surface
wind stress in the forcing. Therefore, we calculate the monthly trends from the ERA-Interim
atmospheric forcing data (see section 3.5.1; Dee et al., 2011) for each grid point over the period
1979 to 2014 and multiply the trends by the 35-year period (Figure 4.1b, note that only the
eastward momentum stress is shown for illustration). These perturbations are than added to the
climatological mean fluxes.
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For the analysis, we calculate temporal averages from the last 20 years of each experiment
and compare these to the last 20 years of the control experiment. Therefore, these differences
correspond to an ocean response after 20 to 40 years after the perturbation has been applied.
However, we expect that the response to the perturbation will be considerably larger than a re-
sponse that could be expected in the real world over such a time period, since the forcing was per-
turbed instantaneously rather than gradually over time. Nevertheless, the relative change between
the different perturbation experiments and the spatial pattern of these changes reveal valuable
insights into drivers of the observed changes.

We will compare our model results to observation based changes from multiple data sets.
These comprise an estimate of sea-surface salinity trends over the period 1950 to 2000 from
ocean data (Durack and Wijffels, 2010; Durack et al., 2012), sea-surface temperature trends over
the period 1982 to 2014 from the NOAA Optimum Interpolation SST from AVHRR satellite
data (Reynolds et al., 2007), and sea-surface height trends over the period 1992 to 2011 from
AVISO satellite data (produced by Ssalto/Duacs and distributed by AVISO with support from
Cnes, http://www.aviso.altimetry.fr/duacs). We compare the sea-surface temperature and salinity
trend estimates to those from the upper five layers (about 50 m) in the EN4 Objective analyses,
which is derived from quality controlled ocean profile data (version 4.2.0; 1979–2014; Ingleby
and Huddleston, 2007; Good et al., 2013). The same data set is also used to derive subsurface
trends in ocean salinity and temperature. Trends are estimated based on a least-squares linear
regression analysis. For a better comparison between all data sets and the model results, we scale
all trends to a 30 year period, irrespective of their observational period. It should be noted that
in the sea-ice covered region all observational products suffer from a summer-time bias and only
very little data is available. Therefore, these trend estimates have very large uncertainties and
are largely unreliable along the Antarctic coast. Nevertheless, they provide a good overview of
observed changes in the Southern Ocean that have been evaluated more carefully by numerous
previous studies (see section 4.1).

http://www.aviso.altimetry.fr/duacs
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4.3 Results

We will first discuss the simulated Southern Ocean salinity response to the changes in surface
freshwater fluxes from sea and land ice. This discussion serves the purpose of validating the
findings by Haumann et al. (2016b), who used a simple box-model approach to infer salinity
changes induced by the surface flux changes rather than an ocean circulation model used here.
Subsequently, we will investigate their effect on the vertical density stratification and tempera-
ture. Throughout this discussion, we will contrast the response to freshwater flux changes with
the response to surface wind stress changes. Moreover, we will compare our simulations to
observation-based estimates of temperature and salinity changes to identify the potential sources
of the observed changes. At last, we will analyze the response of the vertically integrated trans-
port and zonal mean meridional overturning circulation to these changes in the surface fluxes to
further understand how these changes relate to changes in water mass properties.

4.3.1 Salinity response

The simulated surface salinity responds with a broad-scale open-ocean freshening (Figure 4.2a)
to the observation-based changes in northward sea-ice freshwater transport (Figure 4.1a). The
largest response occurs in the South Pacific sector, directly downstream of the increased north-
ward sea-ice transport in the Ross Sea. This anomaly partly propagates through Drake Passage
into the South Atlantic and is partly subducted into the AAIW and SAMW layers (Figure 4.3a).
The spatial patterns of these surface and subsurface salinity changes in the open ocean broadly
agree with the observed spatial patterns (Figures 4.2d–e and 4.3d). However, the response of the
simulated salinity is considerably larger at the surface and weaker at the subsurface compared
to the observed estimates. These differences could partly be related to a too weak subduction
of freshwater into AAIW and SAMW in the model and partly due to compensations by other
changes. Surprisingly, the coastal ocean also freshens substantially at the surface despite an in-
creased northward export of freshwater by sea ice (Figure 4.1). The main reason of this surface
freshening is an increased freezing and melting cycle in the forcing data and the mixing pa-
rameterization in the model that mixes the brine from the sea-ice formation deeper in the water
column. Sensitivity experiments with this mixing parameterization showed that this result is not
very robust and therefore, at the current stage of model development, we cannot reliably interpret
changes in the coastal ocean.

Adding the glacial meltwater perturbation to the model did not considerably change the re-
sults (Figure 4.2b), since the freshwater flux perturbation is considerably smaller than the vertical
freshwater redistribution flux by the changing sea-ice melting and freezing cycle in the model.
Nevertheless, we conclude that the additional glacial meltwater cannot be the driving force of the
open-ocean salinity trends because its magnitude is too small for such a broad scale freshening,
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consistent with another recent study (Pauling et al., 2016). As the coastal ocean response seems
to be a model dependent result, we will focus in this study rather on the open-ocean response
from the sea-ice forcing which is induced by the increased northward transport. In summary, the
model’s response to recent changes in surface freshwater fluxes from sea ice supports the conclu-
sion by Haumann et al. (2016b) that sea-ice changes could explain the observed freshening of the
open ocean surface and intermediate waters and the coastal freshening seems to be more complex
than previously thought.

In contrast to the surface freshwater flux perturbations, the surface wind stress perturbation
leads to a broad-scale sea-surface salinity increase in most of the low- and high-latitude sur-
face ocean (Figure 4.2c). Largest changes occur in the south-eastern Pacific, where an increased
upwelling of salty deep waters through transport and mixing enhances the surface salinity and

Figure 4.2 Sea-surface salinity response: Response to the sea-ice freshwater flux perturbation
(a), to the combined sea-ice and land-ice freshwater flux perturbations (b), and to the surface wind
stress perturbation (c). Shown are the differences of the last 20 years of a 40-year perturbation
experiment to a control simulation with constant forcing. (d) Observed sea-surface salinity trends
from Durack et al. (2012, 1950–2000), scaled to a 30 year period. (e) Observed salinity trends
derived from the upper 50 m of the EN4 Objective analyses (1979–2014; Ingleby and Huddleston,
2007; Good et al., 2013), scaled to a 30 year period. Green contour line: climatological mean sea-
ice edge; gray contour line: Subantarctic Front (Orsi et al., 1995); black contour line: Antarctic
continental shelf (shallower than 1000 m).
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slightly reduces the subsurface salinity of Circumpolar Deep Water (CDW; Figure 4.3c). The
salty surface anomaly is also subducted into AAIW and SAMW, slightly counteracting the fresh-
ening of these waters from the surface freshwater fluxes. An increased salinity occurs over large
areas of the continental shelf and is most pronounced in the South Pacific sector in response to
enhanced easterly winds (Figure 4.1b) that increase the advection and mixing of salty CDW onto
the continental shelf, consistent with the results by Spence et al. (2014). This process further
counteracts the freshening of the continental shelf waters from the freshwater perturbation. In
conclusion, the wind-driven response of the salinity due changes in ocean transport and mixing
processes opposes the salinity changes induced by the surface freshwater fluxes. However, the
magnitude of the salinity response to the surface wind stress perturbation is much weaker than
the response to the surface freshwater fluxes. Therefore, our simulations suggest that the overall
observed salinity changes in the higher latitude Southern Ocean are largely due to the changes in
the surface freshwater fluxes from sea ice, with regional exceptions depending on the strength of
each forcing.

Figure 4.3 Zonal mean subsurface salinity response: Response to the sea-ice freshwater flux
perturbation (a), ot the combined sea-ice and land-ice freshwater flux perturbations (b), and to the
surface wind stress perturbation (c). Shown are the differences of the last 20 years of a 40-year
perturbation experiment to a control simulation with constant forcing. (d) Observed salinity trends
derived from the EN4 Objective analyses (1979–2014; Ingleby and Huddleston, 2007; Good et al.,
2013), scaled to a 30 year period.
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4.3.2 Stratification response

South of the ACC frontal region the stable surface density stratification is mostly established by
the vertical salinity profile (Stewart et al., 2016) since the vertical temperature stratification be-
comes seasonally unstable. At such low temperatures the vertical density stratification is much
more sensitive to changes in salinity due to the non-linearities in the equation of state (Turner,
1973; Sigman et al., 2004). Therefore, the strong changes in surface salinity induced by the sea-
ice and land-ice freshwater fluxes imply considerable changes in the surface density stratification
south of the ACC frontal region with a decreasing effect further to the north where temperature
starts to dominate the density stratification. Indeed, the surface ocean freshening induced by the
sea-ice freshwater fluxes induces a sharp increase in surface density stratification adjacent to the
sea-ice edge, where the coldest waters, a very marginal stability, and deep mixing occur during

Figure 4.4 Density stratification response: Response to the sea-ice freshwater flux perturbation
(a–b), and to the surface wind stress perturbation (c–d). Positive values denote a stabilizing ocean
and negative values a destabilizing ocean. Upper two panels: averaged over the top 100 m. Lower
two panels: zonal mean. Shown are the differences of the last 20 years of a 40-year perturbation
experiment to a control simulation with constant forcing. Green contour line: climatological mean
sea-ice edge; gray contour line: Subantarctic Front (Orsi et al., 1995); black contour line: Antarctic
continental shelf (shallower than 1000 m).



4.3. Results 133

winter-time (Figure 4.4a–b). Further to the north, this effect vanishes. In the coastal ocean, a
very strong stabilization occurs due to the increased melting and freezing cycle, explaining the
strong freshening at the surface. As discussed above, whether or not this coastal stabilization
is realistically represented in the model is debatable, as it depends on the mixing parameteriza-
tion of brine to the subsurface in the model. Nevertheless, the increased northward transport of
freshwater stabilizes the ocean in the upwelling region around the sea-ice edge. The surface wind
stress perturbation shows a much weaker response due to the surface salinity increase that slightly
oppose the freshwater response (Figure 4.4).

4.3.3 Temperature response

As a response to the considerable increase in surface density stratification induced by the sea-ice
freshwater perturbation in the upwelling region, we expect an influence on vertical temperature
profile due a reduction in the upwelling of CDW that is several degrees warmer than the surface
waters south of the ACC frontal region. The sea-surface temperature response to this perturbation
reveals a strong cooling between the sea-ice edge and the Subantarctic Front (SAF) in the entire
Pacific sector and parts of the Atlantic sector (Figure 4.5a). This surface cooling is, in terms
of its spatial pattern, strikingly consistent with the satellite derived cooling trends in this region
(Figure 4.5d). However, the simulated magnitude from this perturbation alone is considerably
larger than the observed trend. If the warming from the surface wind stress perturbation in this
region is considered as well (Figure 4.5c), both effects together seem to agree very well with the
observed magnitude of the cooling. Moreover, the surface wind stress response reveals that a
large fraction of the surface warming observed in the lower latitudes can be attributed to wind-
driven changes in ocean circulation and mixing. In the high-latitude Atlantic sector and parts of
the Indian Ocean sector the wind stress perturbation results in a weak cooling south of the SAF.
This cooling can be attributed to a reduction of the meridional gradient in the wind stress along
the sea-ice edge in this region, as it can be depicted from Figure 4.1b. Very little cooling is found
south of the sea-ice edge, because these waters are very close to their natural limit of the freezing
point temperature and actual temperature trends could only occur during summer. But at that time
of the year the surface layer is strongly stratified and very little subsurface heat enters the surface
layer. In summary, our simulations suggest that most of the observed cooling in the Pacific and
western Atlantic sectors of the Southern Ocean surface waters results from increased northward
freshwater transport by sea ice, which reduces the upwelling of warm CDW due to an increased
density stratification. Surface wind stress changes partly counteract this signal and are probably
responsible for sea-surface temperature changes in the other regions of the Southern Ocean.

The strong cooling signal in the Pacific sector occurs right at the sea-ice edge and provides
probably a positive feedback on the sea-ice cover changes. Such a feedback mechanism cannot be
studied directly with our model simulations. However, they might have contributed considerably
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to the observed persistent expansion of the sea ice as suggested by Goosse and Zunz (2014). Our
simulations suggest that an increased sea-ice advection to the sea-ice edge in the Ross Sea could
effectively prolong the period of seasonal sea-ice cover since the sea-surface temperature and
therefore the melting is reduced or delayed and freezing might occur earlier. To obtain a surface
cooling, the location of the freshwater input is critical because it can only be initiated if a surface
freshening occurs in the upwelling region between the sea-ice edge and the SAF, where the sur-
face temperatures are critically influenced by the subsurface heat flux. If the surface freshening

Figure 4.5 Sea-surface temperature response: Response to the sea-ice freshwater flux pertur-
bation (a), and to the surface wind stress perturbation (b). Shown are the differences of the last 20
years of a 40-year perturbation experiment to a control simulation with constant forcing. (c) Ob-
served sea-surface temperature trends derived from the AVHRR satellite data (1982–2014; Reynolds
et al., 2007), scaled to a 30 year period. (d) Observed temperature trends derived from the upper 50
m of the EN4 Objective analyses (1979–2014; Ingleby and Huddleston, 2007; Good et al., 2013),
scaled to a 30 year period. Green contour line: climatological mean sea-ice edge; gray contour line:
Subantarctic Front (Orsi et al., 1995); black contour line: Antarctic continental shelf (shallower than
1000 m).
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Figure 4.6 Zonal mean subsurface temperature response: Response to the sea-ice freshwater
flux perturbation (a), and to the surface wind stress perturbation (b). Shown are the differences of
the last 20 years of a 40-year perturbation experiment to a control simulation with constant forcing.
(c) Observed temperature trends derived from the EN4 Objective analyses (1979–2014; Ingleby and
Huddleston, 2007; Good et al., 2013), scaled to a 30 year period.

occurred further to the north, it would not considerably change the surface temperature because it
had not much influence on the density stratification in these warmer regions and because the up-
welling of deep waters is drastically reduced further to the north. Nevertheless, a surface cooling
occurs north of the SAF in the freshwater perturbation experiment (Figure 4.5a). This cooling
can be explained by a northward transport of the anomaly that originates from south of the SAF,
which is an essential process in terms of the heat uptake from the atmosphere by these waters and
subsequent subduction into AAIW and SAMW (Armour et al., 2016).

The observation-based estimates of zonal mean temperature changes in the Southern Ocean
(Figure 4.6d) suggest that the surface cooling only occurs in the upper 100 m of the water col-
umn and are therefore, in contrast to the subsurface warming, probably not related to meridional
shifts of the ACC. The distinct cooling of this surface layer around the sea-ice edge in the zonal
mean profile also occurs in the sea-ice freshwater perturbation experiment (Figure 4.6a). In the
surface layer south of the sea-ice edge, cooling is mostly absent in any of the model experiments.
However, the observational data from EN4 suggests that also a strong cooling occurred south of
the sea-ice edge. Comparing the EN4 surface layer trends with the satellite derived trends (Fig-
ures 4.5d–e) and other observational studies (de Lavergne et al., 2014; Schmidtko et al., 2014),
suggests that this trend in EN4 might also be unrealistically large. This discrepancy in the obser-
vational data south of the sea-ice edge is certainly related to the sparse coverage of this region
with oceanographic data. At the subsurface, the observational profiles suggest a warming of
CDW, AAIW, and SAMW. The CDW warming is consistent with a reduced upwelling of heat
into the surface layer as a result of the increased surface stabilization in the upwelling region
from the sea-ice freshwater fluxes (Figure 4.6a). The model probably overestimates this CDW
warming due to the overly strong stabilization of the coastal ocean from both the sea-ice and
land-ice perturbations and an insufficient heat loss in the coastal ocean. The surface wind stress
counteracts this warming of CDW and dominates the warming of AAIW and SAMW further to
the north (Figure 4.6b). In conclusion, the response of the subsurface ocean temperature also
shows opposing effects induced by the freshwater perturbation and the surface wind stress pertur-
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bation, and the former dominates changes in the high latitudes, whereas the latter changes become
comparably larger in the low latitudes.

4.3.4 Circulation response

Since the changes in the density structure associated with the freshwater perturbation as well as
the wind stress changes presumably influence the ocean circulation, we proceed to analyze the
circulation response to these forcing changes. Similar to the changes in temperature and salinity,
we find opposing tendencies imposed on the circulation by the freshwater and wind perturbation
experiments. Figures 4.7b–c show that the freshwater perturbation tends to increase the sea-
surface height south of the frontal region and therefore reduces the meridional sea-surface height
gradient in the Southern Ocean, which is a consequence of a decrease in density in the surface

Figure 4.7 Sea-surface height response: Mean simulated sea-surface height (a), response to the
sea-ice freshwater flux perturbation (b), and the response to the surface wind stress perturbation
(c). The responses show the differences of the last 20 years of a 40-year perturbation experiment
to a control simulation with constant forcing. (d) Observation-based sea-surface height trend from
AVISO satellite data (produced by Ssalto/Duacs and distributed by AVISO with support from Cnes,
http://www.aviso.altimetry.fr/duacs) over the period 1992 to 2011, scaled to a 30 year period. Green
contour line: climatological mean sea-ice edge; gray contour line: Subantarctic Front (Orsi et al.,
1995); black contour line: Antarctic continental shelf (shallower than 1000 m).

http://www.aviso.altimetry.fr/duacs
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waters due to the surface freshening. In contrast, the wind stress perturbation experiment shows
little response in the high latitudes but a strong sea-surface height increase in the low latitudes,
especially in the Pacific sector. This response results in an increase in the meridional sea-surface
height gradient, which incorporates an increasing ACC transport of 1.9 Sv. The freshwater per-
turbation decreases the ACC transport by about 3.3 Sv. Therefore, almost no change or a slight
decrease would occur in the net transport consistent with observational data that show very little
long-term changes in the ACC transport (Meredith et al., 2011b; Koenig et al., 2014). The re-
duction in density on the Antarctic continental shelf and therefore an increase in the sea-surface
height (Figure 4.7b) appears from the freshwater flux perturbation experiment. This finding is
consistent with the results by Rye et al. (2014), who find an increasing sea-surface height around
most of the Antarctic continental margin in response to increased glacial meltwater. However,
due to the difficulties of ROMS to accurately simulate the continental shelf process at its current
state, this response might not be reliable in our simulations.

Figure 4.8 Barotropic streamfunction response: Mean simulated barotropic streamfunction (a),
the response to the sea-ice freshwater flux perturbation (b), and the response to the surface wind
stress perturbation (c). The responses show the differences of the last 20 years of a 40-year pertur-
bation experiment to a control simulation with constant forcing. Green contour line: climatological
mean sea-ice edge; gray contour line: Subantarctic Front (Orsi et al., 1995); black contour line:
Antarctic continental shelf (shallower than 1000 m).

The model simulations suggest changes in the gyre circulation. One of the most prominent
features in the wind stress perturbation experiment is a spin-up of the subtropical gyre in the
South Pacific that can be depicted from both changes in sea-surface height and the barotropic
streamfunction (Figures 4.7 and 4.8). This finding is consistent with the observed changes in
sea-surface height (Figures 4.7d). However, observational estimates of changes in the sea-surface
height from the AVISO satellite data only exist since 1992. Therefore, the observation based
changes reflect a much shorter period and might deviate considerably from the simulated re-
sponse. In the higher latitudes, the changes in the barotropic streamfunction reveal changes in
the subpolar gyre circulation (Figure 4.8). The wind stress perturbation spins up the Ross Sea
gyre and expands it north-eastward. This change is consistent with the observed deepening and
expansion of the Amundsen Sea Low (Haumann et al., 2014). In the Weddell Sea, the wind stress
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perturbation leads to a slight spin-up and contraction of the Weddell Sea gyre, which seems to be
partly counteracted by the freshwater flux perturbation.

The meridional overturning circulation in the model strengthens in response to the surface
wind stress perturbation, especially the upper circulation cell (Figure 4.9c). It is likely that the
model overestimates this response, as it is not fully eddy-resolving. Consistent with results by
Morrison et al. (2011), the meridional overturning circulation also weakly strengthens with an in-
creased surface freshwater forcing in high-latitudes (Figure 4.9b). The explanation for a strength-
ening of the upper circulation cell is probably provided by the finding that these freshwater fluxes
are an important contributor to the AAIW formation process. The slight increase in the over-
turning in our model would actually bring more deep water to the surface and counteract the
changes induced by the increased stratification. Therefore, the cooling of the surface waters can
only result from an increased stratification and reduced mixing, rather than through changes in
vertical advection. Furthermore, a weak shoaling of the upper circulation cell and an expansion
of the lower circulation cell in our simulation (Figure 4.9b) suggest that the upwelled waters are
advected from a shallower depth. A shoaling of the upper circulation cell and AAIW over recent
decades is also consistent with the findings by Schmidtko and Johnson (2012). While most of the
simulated response shows opposing effects induced by the freshwater and wind perturbations, the
meridional overturning circulation strengthens in both cases. This finding is in line with a few
observation-based estimates that suggest an increased subduction of AAIW and SAMW over re-
cent decades (Waugh et al., 2013; Waugh, 2014), which would be supported by both an increased
northward sea-ice freshwater transport and increased meridional surface wind stress gradient in
our simulations.

Figure 4.9 Zonal mean meridional overturning response: Mean of the simulated meridional
overturning circulation (a), response to the combined sea-ice and land-ice freshwater flux perturba-
tions (b), and response to the surface wind stress perturbation (c). The responses show the differ-
ences of the last 20 years of a 40-year perturbation experiment to a control simulation with constant
forcing. Note that apparent vertical lines are artifacts from interpolating the transport from the
model’s �-coordinates to depth-levels.
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4.4 Discussion

While our simulations show a strong agreement with observed changes in temperature and salinity
of the Southern Ocean, several limitations arise from model biases, the experimental design, and
uncertainties in the forcing data. One limitation is that we performed these simulations at an
eddy-permitting but not fully eddy-resolving resolution of 5 to 25 km and about 18 km in the
ACC region. Since ROMS does not include a parameterization of mesoscale instabilities, the
response of the overturning circulation and therefore the wind stress response is most likely too
sensitive and the horizontal mixing of tracers and their anomalies is too small in the model.
Another limitation is the large model bias in the coastal ocean around Antarctica. This bias
prevent us at the current state of the model development to reliably analyze the effect of the
perturbations on the observed changes over the continental shelf and the AABW. The model
has a far too stable density stratification over the continental shelf region, which reduces the
advection of the anomalies to the subsurface and leaves a too strong response at the surface.
Similar problems, but not as severe, occur in the subduction of AAIW and SAMW. Therefore,
the freshening and cooling response at the surface in the open ocean might be exaggerated and
the freshening response of AAIW and SAMW underestimated. A further exaggeration of the
response might result from the experimental design, because we instantaneously increase the
forcing rather than applying a gradual increase. Moreover, at the current stage, we did not run a
combined wind stress and freshwater perturbation experiment that might reveal some non-linear
effects between the changes. Such a simulation should be additionally performed in future efforts.
Finally, we did not run perturbation experiments where we change the surface heat flux. However,
our simulations reveal that most of the changes in the Southern Ocean south of the ACC frontal
region can be explained without changes in the surface heat flux. Additional cooling in might
be induced along the expanding sea-ice edge by the ice–albedo feedback. North of the frontal
regions, our simulations show a much weaker warming of AAIW and SAMW than suggested by
observations. This discrepancy can most likely be explained by the increased heat uptake through
AAIW and SAMW over recent decades (Frölicher et al., 2015), which is not included in our
simulations as the surface heat flux is fixed.

Our simulations suggest that the upwelling of CDW into the surface waters south of the
SAF, as well as the properties of the surface waters and the water masses formed in this region
strongly depend on the northward transport of freshwater by sea-ice into this region. Such a
high sensitivity of the upwelling to buoyancy-driven stratification changes, and freshwater flux
changes in particular, is consistent with earlier idealized model experiments (Watson and Naveira
Garabato, 2006; Morrison et al., 2011; Watson et al., 2015), theoretical considerations (Ferrari
et al., 2014), and ocean proxy data of glacial–interglacial changes (Francois et al., 1997; Adkins
et al., 2002; Sigman et al., 2004). Our results suggest that the sea-ice freshwater transport into
this upwelling region is the dominant surface buoyancy flux that controls stratification changes
in this region, which could provide an explanation for a more stratified ocean in the upwelling
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region during cold climates and a less stratified ocean during warm climates. The sea-ice transport
effectively removes freshwater from the lower circulation cell and adds it to the upper circulation
cell, making the deep ocean saltier and the upper ocean fresher during increased sea-ice formation
and transport (Haumann et al., 2016b). Our results support the theory that such changes occurred
over recent decades. However, this effect might be reversed in the coming decades if the sea-ice
region warms and sea ice retreats.

We here argue that the recent changes in Southern Ocean temperature and salinity are to a
large extent driven by the sea-ice changes. These sea-ice changes have been previously attributed
to changes in southerly winds, which increased the northward transport of sea-ice and led to a
sea-ice expansion (Haumann, 2011; Holland and Kwok, 2012; Haumann et al., 2014). Therefore,
the freshwater flux changes are indirectly induced by the changes in the surface winds and the
atmospheric circulation changes are the overall driver of all these changes. Our simulations, in
which we do not run a coupled sea-ice or atmosphere model, enabled us to disentangle the wind-
induced freshwater flux changes from the wind-induced ocean circulation and mixing changes.
A critical factor for the observed increase in the northward sea-ice transport in the Ross Sea is
the zonal asymmetry in the atmospheric circulation changes (Haumann et al., 2014, 2016b). To
date, it is still strongly debated whether these zonally asymmetric changes result from natural
variability or anthropogenic sources (Ding et al., 2012; Fan et al., 2014; Haumann et al., 2014;
Li et al., 2014; Meehl et al., 2016; Hobbs et al., 2016), which is the result of a rather short
observational record in combination with difficulties of global models to reproduce these changes
and a potentially large multi-decadal variability. Yet, proxy data (Thomas and Abram, 2016) and a
recent ocean reanalysis product (Giese et al., 2016) suggest that the changes in sea-ice and surface
temperature in the Ross Sea might have persisted over a much longer time-period. Therefore,
the Southern Ocean surface freshening, cooling, and sea-ice expansion might also be an initial
response to the anthropogenic forcing that lasts for several decades as the differential warming of
high and low latitudes and ozone depletion could induce zonally asymmetric circulation changes
that are not captured by climate models (Haumann et al., 2014). A further reason for the under-
representation or absence of the surface cooling and freshening in climate models might be their
poor representation of the sea-ice transport (Uotila et al., 2014; Lecomte et al., 2016). We argue
that models that do not accurately capture this process would not be able to reproduce the recent
cooling of the high-latitude Southern Ocean, independent of a natural or anthropogenic cause.
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4.5 Summary & conclusions

In this study, we investigated the sensitivity of the Southern Ocean salinity, temperature, density
stratification, and circulation to recently observed changes in surface freshwater fluxes from sea
ice and land ice, as well as changes in the surface wind stress. We find a freshening of the
open-ocean surface and intermediate waters in the Pacific and Atlantic sectors that is consistent
with observed changes. This freshening considerably increases the surface density stratification
between the sea-ice edge and the Subantarctic Front in the Pacific sector, which reduces the
upwelling of warm and salty deep waters into the surface layer. As a consequence, the simulations
show a strong surface cooling and a subsurface warming. The spatial pattern of the surface
cooling agrees remarkably well with the satellite-observed cooling of this region in recent decades
that occurred despite a globally warming surface ocean. Therefore, our analysis suggests that this
cooling signal is driven by an increased northward transport of freshwater by sea ice into the
upwelling region.

The response of temperature and salinity to surface wind stress changes slightly opposes the
sea-ice freshwater flux induced changes in most regions. While they are much weaker south of
the Subantarctic Front, in lower latitudes these changes and potentially surface heat flux changes
dominate the observed warming of surface waters, AAIW, and SAMW. This warming increases
the meridional density gradient and enhance the ACC transport in our simulations. However,
the freshwater fluxes reduce both the meridional density gradient and ACC transport due to the
high-latitude surface freshening. Therefore, the net effect of these two processes would lead to a
weaker sensitivity of ACC transport changes to the hydrographic changes.

The response to changes in land-ice freshwater fluxes is much weaker in our simulations than
an apparent vertical redistribution of freshwater from freezing and melting of sea ice along the
Antarctic coast. However, this latter response might be a model specific result that depends on the
surface mixing parameterization, leaving no conclusive answer on the source of changes observed
over the continental shelf from our simulations. Therefore, at the current state of the model
development, we cannot robustly estimate changes over the continental shelf and in AABW.

We conclude that the observed changes between the Subantarctic Front and the sea-ice edge,
as well as in the water masses formed in this region, are largely induced by changes in surface
freshwater fluxes from sea ice. This conclusion is consistent with the earlier findings by Pollard
and Thompson (1994) and Kirkman and Bitz (2011) that sea-ice transport could delay global
warming in the high-latitude Southern Ocean. We argue that this process led to the observed sur-
face cooling of the Southern Ocean over recent decades. Since this cooling occurs mostly around
the sea-ice edge, it could provide an important positive feedback that probably contributed to re-
cently observed expansion of Antarctic sea ice, in line with the arguments by Goosse and Zunz
(2014). While the freshwater anomalies propagate from the sea-ice edge region across the frontal
region into the AAIW and SAMW, the cooling signal most likely vanishes more quickly in re-
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ality due to an anomalous uptake of heat towards the north (Armour et al., 2016). Therefore,
our results promote an at first sight counter-intuitive, more effective ocean heat uptake due the
increased surface stratification from the surface freshwater fluxes. This effect can mostly be ex-
plained by our finding that the increased freshwater fluxes lead to a shallower upwelling and
therefore to a reduced upwelling of CDW but not to a reduced subduction of AAIW and SAMW.
In fact, the overturning circulation weakly increases in our simulations in response to the fresh-
water forcing consistent with the model experiments by Morrison et al. (2011). Therefore, both
buoyancy- and wind-driven changes in the upper overturning circulation cell are consistent with
observed strengthening of this cell (Waugh et al., 2013; Waugh, 2014). Our results imply that
the upwelling of warm, salty, and carbon- and nutrient-rich deep waters in the Southern Ocean
is highly sensitive to stratification changes induced by freshwater fluxes from sea ice—a finding
that could provide a possible explanation for an increasing vertical density stratification during
glacial climates (Sigman et al., 2010).
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Abstract

To date, the Southern Ocean constitutes the strongest sink for anthropogenic carbon-dioxide in
the global ocean. Concerns have been raised that increased surface ocean density stratification
and increased westerly winds due to the anthropogenic perturbation of the climate system could
weaken this sink and potentially amplify global warming. Here, we study the sensitivity of the
Southern Ocean carbon-dioxide uptake to stratification changes induced by recent changes sur-
face freshwater fluxes from sea ice using a regional ocean circulation model. Contrary to expec-
tations, our simulations reveal a strengthening of the net carbon-dioxide uptake in response to an
increasing stratification. This strengthened uptake is mostly a response to an increased surface
freshwater input from sea ice into the upwelling region, which inhibits the upwelling of deep,
warm, and carbon-rich waters into the surface layer, and outweighs a reduction of the uptake
that is associated with the subduction of carbon-dioxide by intermediate and mode waters. Ad-
ditionally, our simulations reveal no substantial reduction in response to changes in the surface
winds that occurred over recent decades. Consequently, our results provide a potential explana-
tion for the recent finding that the Southern Ocean carbon-dioxide sink has not weakened but
rather strengthened over recent decades. While the sea-ice freshwater input to the upwelling re-
gion increased during this period, global climate models project a future decline of the sea-ice
cover, which would imply a reversal of the effect. In contrast, in a cold glacial climate, stronger
sea-ice fluxes could considerably enhance the stratification in the upwelling region, resulting in
a reduced outgassing of carbon-dioxide, which provides a potential explanation for lower atmo-
spheric carbon-dioxide concentrations during past cold climates.
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5.1 Introduction

The increase in the atmospheric carbon-dioxide (CO2) concentrations through human activity
since the pre-industrial era has turned the Southern Ocean from a region of net CO2 release to a
CO2 sink (Hoppema, 2004; Gruber et al., 2009). Thereby, it has taken up a proportionally much
larger amount of anthropogenic CO2 than any other region of the global ocean (Mikaloff Fletcher
et al., 2006; Khatiwala et al., 2009; Frölicher et al., 2015). Simulations with global climate mod-
els suggest that an increasing surface density stratification due to future warming and enhanced
surface freshwater fluxes could weaken this uptake of anthropogenic CO2 and therefore amplify
global warming (Manabe and Stouffer, 1993; Sarmiento et al., 1998). In contrast, paleoceano-
graphic data indicate that an increasing stratification reduces the outgassing of natural CO2 by
inhibiting the upwelling of deep and carbon-rich waters—a process that was suggested to con-
trol atmospheric CO2 variations over past glacial–interglacial climate states (Francois et al., 1997;
Toggweiler, 1999; Sigman et al., 2004; Watson and Naveira Garabato, 2006; Skinner et al., 2010).
Combining these two lines of argument, an increasing stratification in the Southern Ocean could
either decrease or increase the atmospheric CO2 concentration, depending on the net effect of
changes in upwelling and subduction of CO2. Model experiments show that this net effect is very
sensitive to the background atmospheric CO2 concentration as well as the type, pattern, mag-
nitude of the surface fluxes (Matear and Lenton, 2008; Lovenduski and Ito, 2009; Bernardello
et al., 2014a,b). As a consequence of large uncertainties in the observed surface fluxes (Speer
et al., 2012; Bourassa et al., 2013) and global models (Downes et al., 2010; Sallée et al., 2013a;
Stössel et al., 2015), the response of the Southern Ocean carbon fluxes to changes in the surface
stratification remains largely unconstrained for past, present, and future climates. In this study,
we address this issue by using new observation-based constraints on the surface fluxes from the
sea ice and their changes over recent decades (Haumann et al., 2016b) to analyze the sensitivity
of the carbon fluxes to stratification changes in a present-day climate.

The majority of the global ocean’s deep waters surface through upwelling in the Southern
Ocean (Talley, 2013). This upwelling occurs due to wind- and buoyancy-driven vertical transport
(Speer et al., 2000; Morrison et al., 2011; Marshall and Speer, 2012) and mixing (Watson et al.,
2013), which return large amounts of dissolved inorganic carbon (DIC) and nutrients from the
deep ocean to the surface (Marinov et al., 2006). While vertical transport is mostly responsible
for elevating the DIC-rich waters from the deep ocean to waters below the mixed layer, mixing
at the base of the mixed layer is the predominant reason for the penetration of these waters to the
surface (Dufour et al., 2013). The resulting over-saturation of the partial pressure of CO2 (pCO2)
in the surface waters with respect to the atmosphere leads to a natural CO2 release from the South-
ern Ocean (Gruber et al., 2009). This release occurs during austral winter in a region between the
sea-ice edge and the Subantarctic Front (SAF) where deep mixed layers and a weak density strati-
fication ease the surfacing of the deep waters (Takahashi et al., 2002; Landschützer et al., 2014b).
The situation is reversed during austral summer, when wind-driven mixing decreases and surface
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waters stratify due to warming and sea-ice melting (Haumann et al., 2016b). As these waters are
transported northward by surface Ekman transport, intense biological production removes carbon
from the surface ocean (Hauck et al., 2013). As a result, the pCO2 at the surface drops below the
atmospheric level leading to a natural uptake of CO2 by the ocean during summer. However, this
uptake is considerably smaller than the outgassing during winter, leading to a net annual loss of
natural CO2 from these waters to the atmosphere before they are subducted as Antarctic Interme-
diate Water (AAIW; Mikaloff Fletcher et al., 2007; Gruber et al., 2009). Another portion of these
southern sourced waters mixes with southward flowing subtropical waters, that were enriched in
CO2, between the SAF and the Subtropical Front (STF). Therefore, the subduction of these wa-
ters as Subantarctic Mode Water (SAMW) leads to a natural uptake of CO2 from the atmosphere
(Mikaloff Fletcher et al., 2007).

The uptake of anthropogenic CO2 is the sum of a reduced outgassing from the upwelling
waters and an enhanced uptake, which result from the elevated pCO2 in the atmosphere relative
to the pre-industrial ocean’s pCO2. The net uptake would saturate very rapidly if the CO2 was
not removed from the surface ocean through mixing and transport (Sarmiento et al., 1992). Since
most of the global subsurface waters form in the Southern Ocean (DeVries and Primeau, 2011),
it is one of the most effective regions to take up anthropogenic CO2. AAIW and SAMW draw
down anthropogenic CO2 from the surface ocean and store it in deeper layers (Caldeira and Duffy,
2000). However, while AAIW mainly subducts anthropogenic CO2 through a reduced outgassing,
SAMW subducts it through an enhanced uptake (Mikaloff Fletcher et al., 2006; Gruber et al.,
2009; Iudicone et al., 2011). Besides this transport mechanism, mixing at the base of the mixed
layer is a critical factor for the invasion of anthropogenic CO2 to the subsurface layers (Dufour
et al., 2013; Bopp et al., 2015).

Changes in surface winds and buoyancy forcing could alter both the natural CO2 release
and the uptake of anthropogenic CO2 by changing the vertical transport and mixing. The in-
crease in westerly winds in response to the anthropogenic forcing (Thompson et al., 2011; Abram
et al., 2014) potentially enhances the net overturning circulation and changes its vertical structure
despite a compensation by meso-scale eddies (Meredith et al., 2012). At the same time, the in-
creasing winds deepen the surface mixed layer (Sallée et al., 2010b). Both these processes would
enhance the natural CO2 release from the Southern Ocean (Le Quéré et al., 2007; Lovenduski
et al., 2007, 2008; Lenton et al., 2009; Dufour et al., 2013). Yet, very recent observational studies
show that contrary to expectations, the Southern Ocean carbon sink actually strengthened again
over the last decade despite a continued strengthening of the westerly winds (Fay et al., 2014;
Landschützer et al., 2015b; Munro et al., 2015). Observation-based estimates of surface CO2

fluxes over the past 30 years suggest that Southern Ocean CO2 sink did not saturate but actually
strengthened according to what is expected from the increase of atmospheric pCO2 alone (Land-
schützer et al., 2015b). This finding raises the questions if other mechanisms are at work in the
long-term that counter-act a potential decreasing CO2 sink due to increasing winds. Matear and
Lenton (2008) suggest that a more stable surface ocean due to increasing surface heat and fresh-
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water fluxes could have balanced the effect induced by the increasing winds over recent decades.
Salinity observations reveal a wide-spread surface freshening in this region (Durack et al., 2012),
which led to an overall increased surface stabilization (chapter 4; Haumann et al., 2017). A major
portion of this freshening and stabilization can be attributed to an increased transport of freshwa-
ter by sea ice into this region (chapter 2; Haumann et al., 2016b).

Here, we study the sensitivity of the present-day Southern Ocean carbon fluxes to stratifica-
tion changes by perturbing a regional ocean model that realistically simulates the Southern Ocean
surface stratification in the upwelling region. We specifically address the question whether ob-
served changes in surface freshwater fluxes from sea ice could have counter-acted the wind-driven
increased upwelling of carbon-rich deep waters over recent decades and thereby maintained an
efficient Southern Ocean carbon sink. The recent constraints on the surface freshwater flux bal-
ance and its changes enable us to better understand this response of the Southern Ocean CO2

uptake. Moreover, our findings have direct implications for the understanding on changes in the
Southern Ocean CO2 uptake in response to stratification changes in colder past and warmer future
climates as outlined in section 5.4.
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5.2 Methods

We used the Regional Ocean Modeling System (ROMS; UCLA-ETH version; Shchepetkin and
McWilliams, 2005; Gruber et al., 2011), which was adapted for the use in the Southern Ocean
as described in detail by Haumann et al. (2017, chapters 3 and 4). In this study, we run ROMS
at a horizontal resolution of 0.5�, which corresponds to a resolution of about 50 km at the north-
ern boundary (24� S) and about 25 km at the Antarctic coast. ROMS does not have any eddy-
parameterizations, instead the advection scheme contains a resolution dependent hyperdiffusion
to ensure numerical stability (Shchepetkin and McWilliams, 1998). Vertical mixing processes are
parameterized using the K-profile parameterization (KPP; Large et al., 1994; Shchepetkin, 2005;
McWilliams et al., 2009) with some modifications described in detail in chapter 3. In the vertical,
the stretched, terrain-following coordinate system (Song and Haidvogel, 1994; Shchepetkin and
McWilliams, 2003, 2005) is divided into 64 layers. ROMS generally reproduces a realistic water
mass structure and circulation in the Southern Ocean as described in the evaluation of the physical
model by Haumann et al. (chapter 3; 2017).

For this study, we additionally use the coupled Biological Elemental Cycling (BEC) model
(Moore et al., 2004; Jin et al., 2008; Yang and Gruber, 2016, see section 3.3 for details). BEC
is forced at the surface with the climatological mean atmospheric CO2 concentration of 370 ppm
and surface deposition of iron and dust from Mahowald et al. (2009). At the northern boundary
and as initial conditions we use World Ocean Atlas 2013 (Boyer et al., 2013) for nutrients (Garcia
et al., 2014b) and oxygen (Garcia et al., 2014a), the Global Data Analysis Project for dissolved
inorganic carbon and alkalinity (Key et al., 2004; Lee et al., 2006), the SeaWiFS climatology of
chlorophyll-a (SeaWiFS Project, 2003), which is extrapolated to depth according to Morel and
Berthon (1989) and used for all phytoplankton functional types, and the fields of a global model
simulation with CESM1.2 for iron, ammonium, and dissolved nutrients (Yang et al., 2017).

The experimental design is the same as the one presented in chapter 4 (Haumann et al.,
2017). The model is spun up with the climatological mean forcing for 40 years until the ocean
circulation and the surface ocean are stable in time. Hereafter, we perform a set of three sim-
ulations of 40 years that are each restarted from the model spin-up simulation. One simulation
is a simple control simulation using the same climatological forcing as the model spin up. In a
second simulation, the freshwater flux forcing from sea ice is perturbed using the data set by Hau-
mann et al. (2016b,a, Figure 5.1a) and in a third simulation only the surface momentum forcing
(ERA-Interim, 1979–2014; Dee et al., 2011) is perturbed (Figure 5.1b). All perturbations vary
throughout the year. Therefore, the sea-ice melting flux perturbation is mostly added in summer
and the freezing flux perturbation in winter. The surface wind stress perturbation is more zon-
ally symmetric during austral summer and zonally asymmetric during winter (Figure 5.1c–f). We
averaged the last 20 years in all three simulations and subtracted the control simulation from the
two perturbation experiments. We note that the atmospheric pCO2 is kept constant throughout the
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Figure 5.1 Perturbation of sea-ice freshwater flux and wind stress surface forcing: (a) Sea-
ice freshwater flux change. (b–f) Surface friction velocity change: annual mean (b), austral summer
(DJF, c), autumn (MAM, d), winter (JJA, e), spring (SON, f).

simulations. Therefore, our simulations do not reflect any changes associated with the increase
in atmospheric pCO2 over recent decades, but include the mean uptake of anthropogenic CO2 by
the ocean.

We here analyze the spatially integrated surface CO2 flux and its spatial and temporal changes.
Additionally, we decompose the signal by estimating the contribution from changes in surface
temperature to the air-sea pCO2 gradient, and residual changes that result mostly from changes
in dissolved inorganic carbon (DIC) and alkalinity (Alk) as well as biological production. The
thermal contribution is approximated according to Takahashi et al. (2002):

�pCOT

2 = pCOO

2 (exp
0.0423·�SST �1). (5.1)

Here, pCOO

2 denotes the mean surface ocean pCO2 and �SST the change in sea-surface tem-
perature. We will compare our results to observation-based estimates from Landschützer et al.
(1982–2014; 2015b, expanded as in Le Quéré et al. (2016)). Moreover, we will use the location
of the SAF as estimated by Orsi et al. (1995) and an Argo and CTD profile derived mixed layer
depth product (de Boyer Montégut et al., 2004).
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5.3 Results

The Southern Ocean south of 30� S takes up 1.5 PgC yr�1 in our simulations. This value is higher
than the observation-based estimate of 1.0 PgC yr�1. Figures 5.2a–b illustrate that the spatial pat-
tern of the surface CO2 flux in the model agrees well with the observed spatial pattern, with high
CO2 uptake north of the SAF (around 50� S; Orsi et al., 1995) and CO2 release between the SAF
and the annual mean sea-ice edge (around 65� S) where carbon-rich waters upwell to the surface.
South of the SAF, the model overestimates the carbon uptake compared to the observational prod-
uct by 0.55 PgC yr�1, which is the main reason for the overall discrepancy. This overestimation
is caused by a too strong summer-time uptake in the model that is mostly driven by biological
production (Figure 5.2c). The band between the SAF and the sea-ice edge experiences a very
large seasonal cycle with strong CO2 release during austral winter and spring and uptake during
austral summer (Figure 5.2c–f). In some regions of this band, the uptake in the model outweighs
the winter-time outgassing. The outgassing is associated with dynamical upwelling of CDW into

Figure 5.2 Simulated and observed surface CO2 flux: (a) Simulated annual mean surface CO2

flux. (b) Observation-based annual mean surface CO2 flux (1982–2014; Landschützer et al., 2015b,
expanded as in Le Quéré et al. (2016)). Seasonal means of the simulated surface CO2 flux for
austral summer (DJF, c), autumn (MAM, d), winter (JJA, e), and spring (SON, f). Positive values
(red) show outgassing and negative values (blue) uptake by the ocean. The thick black lines denote
the SAF and annual mean sea-ice edge (10% sea-ice concentration).
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the surface waters, which are subsequently subducted in the same band as AAIW (Sallée et al.,
2010a). The spatial gradients and the seasonal cycle are generally much stronger in the model
than in the observation based product. This difference can partly be attributed to the strong spa-
tial and temporal smoothing induced by the method to derive the observational data (personal
communication P. Landschützer and N. Gruber). Overall, the model produces the characteristic
spatial and temporal evolution of surface CO2 fluxes very well, but probably overestimates the
magnitude of the fluxes.

In the sea-ice freshwater flux perturbation experiment, the surface freshwater flux around the
sea-ice edge in the Pacific sector increases substantially due to the increased northward transport
of freshwater by sea ice in this region (Figure 5.1a; Haumann et al., 2016b). In response, the
model simulates a strong anomalous net annual CO2 uptake in the Pacific sector that is confined

Figure 5.3 Surface CO2 flux response to freshwater flux and wind perturbation: Annual
mean (a,f), austral summer (DJF, b,g), autumn (MAM, c,h), winter (JJA, d,i), and spring (SON, e,j)
response of the surface CO2 flux to the sea-ice freshwater flux perturbation (a–e) and surface wind
stress perturbation (f–j). The thick black lines denote the SAF and annual mean sea-ice edge (10%
sea-ice concentration). This band is divided into the Pacific, Atlantic, and Indian Ocean sectors.



152 Chapter 5. Strengthening of Southern Ocean carbon uptake through increasing stratification

to the region between the sea-ice edge and the SAF, where the net annual uptake increases by
0.13 PgC yr�1 (Figure 5.3a). This anomalous uptake is counteracted by anomalous net annual
CO2 release of 0.02 PgC yr�1 in the Atlantic and 0.04 PgC yr�1 in the Indian Ocean sectors.
As a result, the net annual uptake of CO2 in this band increases by about 25%. An additional
anomalous carbon release occurs north and south of this band in all three sectors. Splitting the
results into the seasonal responses (Figure 5.3b–e), reveals that the signal originates from austral
winter and spring and therefore results from a reduction in outgassing.

The response to the surface wind stress perturbation shows less extreme changes in the net
annual CO2 flux, which are zonally asymmetric (Figure 5.3f), consistent with the zonally asym-
metric changes in the surface wind forcing (Figure 5.1b). In many regions, they oppose the
changes induced by the surface freshwater flux perturbation. An anomalous net annual CO2 re-
lease of 0.01 PgC yr�1 occurs in the Pacific sector between the sea-ice edge and the SAF, which
is outbalanced by an anomalous net annual CO2 uptake of 0.03 PgC yr�1 in this same band in the
other two sectors together. The seasonal changes reveal that this weak net annual response is the
result of strong opposing seasonal changes (Figures 5.3g–j). During austral summer, strong en-
hanced uptake occurs in most of the Southern Ocean except for the lower latitudes in the Atlantic
and Indian Ocean sectors, where the CO2 uptake is reduced. Especially in the Pacific sector, this
picture is reversed during austral winter and to some extent also during austral spring, when the
wind perturbation experiment reveals a strongly enhanced CO2 release in this sector. This signal
is opposed by a reduced CO2 release in the Atlantic and Indian Ocean sectors during austral win-
ter and spring. In summary, both the sea-ice freshwater flux and surface wind stress perturbation
experiments lead to a spatially and temporally very complex response of the surface CO2 flux,
whereas the response to the sea-ice freshwater flux changes is stronger than the one to the wind
stress forcing. Summing both effects together, the Southern Ocean CO2 uptake strengthens by
0.09 PgC yr�1 south of 50� S, which is opposed by a reduction in the uptake by 0.05 PgC yr�1

north of 50� S.

To better understand the drivers of these changes, we decompose the surface pCO2 gradi-
ent between the atmosphere (pCOA

2 ) and the ocean (�pCO2 = pCOO

2 �pCOA

2 ) into the thermal
and non-thermal components (see section 5.2). The air–sea gradient (Figure 5.4a,d) shows very
similar changes as the surface CO2 flux (Figure 5.3a,f), except for the sea-ice region where the
gas-exchange is reduced by the sea-ice cover. The observed �pCO2 trend differs regionally from
the simulated changes. However, the general picture of an enhanced uptake around the sea-ice
edge and a reduced uptake north of the SAF seems to be a consistent feature in both the observed
and simulated changes. The enhanced uptake of between the sea-ice edge and the SAF in our
simulations mostly results from the surface cooling induced by the sea-ice freshwater fluxes (Fig-
ure 5.4b), which is consistent with the observed trend, even though the observed trend is much
weaker (Figure 5.4h). The non-thermal component suggests a reduced outgassing directly at the
sea-ice edge in some regions and an enhanced outgassing or reduced uptake north and south of
this region due to the sea-ice freshwater flux changes (Figure 5.4c). North of the sea-ice edge
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the thermal and the non-thermal contributions oppose each other, which can also be seen in the
observed trends. Overall the sea-ice freshwater flux changes have a much larger effect on the
air–sea CO2 gradient in our simulations than the surface wind stress changes.

Figure 5.4 Observed and simulated �pCO2 changes and its thermal and non-thermal con-
tributions: (a–c) Simulated �pCO2 change due to the sea-ice freshwater flux perturbation. (d–f)
Simulated �pCO2 change due to the surface wind stress perturbation. (g–i) Observed trends de-
rived from the period 1982–2014 Landschützer et al. (2015b, expanded as in Le Quéré et al. (2016)),
scaled to a 30-year period. The middle column (b,e,h) shows the respective thermal contribution
and the right column (c,f,i) the respective non-thermal contribution.
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The surface cooling that is responsible for a most of the enhanced CO2 uptake in the sea-
ice freshwater flux experiment is driven by an increased stratification and a reduced mixed-layer
depth in the Pacific sector. This enhanced stratification and shoaling of the mixing is illustrated
in Figure 5.5. While most of the freshwater flux perturbation is added to the surface ocean during
the melting period in summer, the response of the reduced surface mixing occurs in winter. We
argue that the main reason is that the surface freshwater in summer pre-conditions the surface
ocean. Therefore, the erosion of the stable summer-time halocline by the surface cooling and
increasing winds between May and September is much slower and the mixing is more shallow
(Figure 5.5c). As a consequence, the upwelling of warmer CDW into the surface layer is reduced
during winter-time. In comparison, the surface wind stress perturbation only leads to a small
increase in winter-time mixing.

Figure 5.5 Surface stratification and mixed-layer depth response: (a) Change of the surface
density gradient (averaged over the top 100 m) and (b) surface mixed-layer depth to the sea-ice
freshwater flux perturbation. (c) Seasonal cycle of the spatially averaged mixed-layer depth between
the sea-ice edge and the SAF in the Pacific sector. The averaging region is displayed in blue in the
inset. Black line: mean of the control simulation, blue line: sea-ice freshwater flux experiment, red:
surface wind stress experiment, gray dashed line: mean of the observed mixed-layer depth from
ARGO data (de Boyer Montégut et al., 2004).
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The causes for the response in the non-thermal component of the �pCO2 to the sea-ice fresh-
water flux perturbation can be further investigated by considering the opposing seasonal changes
in this component (Figure 5.6). During summer and autumn, when the high-latitude Southern
Ocean takes up CO2, the surface stabilization in the Pacific sector reduces the subduction of CO2

into the subsurface, which increases the surface ocean pCO2. This process would lead to a re-
duction in the CO2 uptake during summer and autumn if it were not for the surface cooling that
partly compensates for this effect. During winter and spring this situation is reversed in the re-
gion between the sea-ice edge and the SAF in the Pacific sector, when a reduction of upwelling
of CDW that is rich in dissolved inorganic carbon (DIC) lowers the surface pCO2 in this region.
North of the SAF, where waters are subducted with SAMW during winter the subduction of CO2

decreases. Consequently, the increased stability from the sea-ice freshwater flux omits upwelling
of DIC-rich CDW during winter and, at the same time, hinders the subduction of CO2 with AAIW
and SAMW during all seasons.

Figure 5.6 Seasonal response of non-thermal �pCO2 changes to sea-ice freshwater fluxes:
For the austral summer (DJF, a), autumn (MAM, b), winter (JJA, c), and spring (SON, d). The thick
black lines denote the SAF and annual mean sea-ice edge (10% sea-ice concentration).
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5.4 Discussion and conclusions

In this study, we analyzed the sensitivity of the Southern Ocean surface CO2 fluxes to an increased
surface stratification from recent changes in sea-ice–ocean surface freshwater fluxes. We find that
the increased stratification in the region between the sea-ice edge and the SAF drives a substan-
tial reduction in the release of natural CO2. There are two major reasons for the reduced CO2

release. Firstly, the increased stratification cools the surface ocean throughout the year, which in-
creases the solubility of CO2 in the seawater and reduces the outgassing. Secondly, a reduced and
shallower mixing during austral winter reduces the upwelling of DIC-rich waters into the surface
layer. These two effects are opposed by a reduction in subduction of CO2 from the surface layer
into AAIW during summer and a reduced subduction into SAMW north of the SAF during winter.
Consistent with the study by Matear and Lenton (2008), we find a net strengthening of the CO2

uptake in response to the surface freshwater fluxes. They also argue that the net effect of reduced
outgassing and reduced uptake will depend on the background atmospheric CO2 concentration.
Therefore, a much higher atmospheric CO2 concentration in a future climate could reverse the net
effect (Manabe and Stouffer, 1993; Sarmiento et al., 1998; Lovenduski and Ito, 2009; Bernardello
et al., 2014b) and a much lower atmospheric CO2 concentration in a past climate could have led
to a much stronger reduction in CO2 release in response to an increasing stratification than today.

Our findings are limited to the response to changes in sea-ice–ocean freshwater fluxes that
dominated the recent observed freshening in the upwelling region of the open Southern Ocean
(Haumann et al., 2016b). However, we did not consider potential changes in the atmospheric
freshwater flux or additional glacial meltwater from Antarctica. Both these fluxes are expected to
increase substantially in a warming climate (Knutti and Sedláček, 2013; Golledge et al., 2015).
Our study highlights that the location of the additional freshwater is a critical aspect for the CO2

flux response. Sea-ice freshwater fluxes at the sea-ice edge due to increased northward transport
are very effective in changing the CO2 flux as they stabilize a region of major vertical water-
mass exchange, i.e., the region between the sea-ice edge and the SAF. South of the sea-ice edge
the vertical exchange is strongly reduced due to the isolating sea-ice layer that prevents strong
surface cooling in winter and deep mixed layers (Gordon and Huber, 1984; Martinson, 1990).
North of the SAF, the surface ocean stratification is very stable due to warmer surface waters
preventing the upwelling of deep waters. The increased sea-ice freshwater transport into this
region over recent decades is mainly driven by changes in the atmospheric circulation (Haumann
et al., 2014). Whether or not such an increase will continue in future, is uncertain as global
climate models simulate sea-ice decline over recent decades and in future. A decreasing future
sea-ice cover could reverse the effects and lead to an enhanced outgassing of natural CO2 due to a
decrease in the vertical stability of the water column around the sea-ice edge. In contrast, during
cold glacial climates an expanded sea-ice cover and an associated increased sea-ice freshwater
flux could enhance the stratification in the upwelling region and reduce the outgassing of natural
CO2 (Fischer et al., 2010; Sigman et al., 2010). Consequently, this mechanism could provide
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an explanation for co-varying glacial–interglacial changes in the atmospheric CO2 concentration
and Antarctic surface temperature (Petit et al., 1999; Parrenin et al., 2013).

We contrasted our results with effects induced by surface wind stress changes from the period
1979 to 2014. While multiple studies have previously investigated the effects of increasing winds
over the Southern Ocean (e.g. Le Quéré et al., 2007; Lovenduski et al., 2007, 2008; Lenton
et al., 2009; Dufour et al., 2013; Hauck et al., 2013), they mostly studied the response to changes
in the Southern Annular Mode. Here, we use a perturbation that accounts for spatial and sea-
sonal variations in the wind changes as reconstructed by ERA-Interim reanalysis data. We find
strongly opposing tendencies in the surface CO2 flux changes with an increased summer-time up-
take and an increased winter-time release. The increased winter-time release is a consequence of
increasing upwelling of DIC-rich waters in the Pacific sector and the other sectors rather show a
reduction in CO2 release, which is associated with zonally asymmetric circulation changes during
winter (Figure 5.1). The summer-time increased uptake in our simulations is probably associated
with a higher subduction of CO2 from increased biological productivity (Hauck et al., 2013)
and stronger subduction into SAMW (Iudicone et al., 2011). This interpretation of contrasting
seasonal responses to changes in surface winds is consistent with the findings by Hauck et al.
(2013). However, in our simulations the increased summer-time uptake is larger than increased
winter-time release, which might be a model dependent result, since our model overestimates the
summer-time CO2 uptake. In conclusions, these results illustrate that the paradigm of a saturating
Southern Ocean carbon sink with increasing winds is more complex than previously thought and
might not hold for the changes over recent decades due to opposing seasonal and spatial variations
in the wind-response.

We conclude that the recent finding that the Southern Ocean carbon sink did not saturate
despite increasing winds (Landschützer et al., 2015b) could be explained by an increasing strati-
fication from sea-ice freshwater fluxes on the one hand, and a more complex response to surface
wind stress changes than previously thought on the other hand. The net response of these two
changes together in our simulations would result in a reduced outgassing or enhanced uptake in
higher latitudes, i.e., south of the SAF, and a reduced uptake in lower latitudes, i.e. north of the
SAF. However, these changes have to be understood on top of the background increase in atmo-
spheric CO2 concentrations that we did not account for in our simulations. Therefore, the reduced
uptake north of the SAF would result in a reduction in the uptake of anthropogenic CO2, which is
compensated by a reduction in release of natural CO2 south of the SAF. This figure is consistent
with the long-term trends in Southern Ocean CO2 uptake over the period 1982 to 2014 derived
from sparse observational data.
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Chapter 6

Synthesis

Most of the interior ocean waters upwell to the surface through the Southern Ocean. Through this
process these waters return carbon and nutrients to the surface and have therefore been identified
as a critical component in controlling long-term changes in the global climate system (Knox and
McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk, 1984; Marinov et al.,
2006; Sigman et al., 2010). Yet, the processes that drive changes in this upwelling of deep waters
have been less well understood and have been highly debated in scientific literature. We could
make a first step towards a better comprehension of these processes by analyzing their observed
changes over recent decades. Numerous studies have investigated the response of the Southern
Ocean to changes in the wind-driven ocean circulation (e.g. Oke and England, 2004; Saenko et al.,
2005; Fyfe and Saenko, 2006; Toggweiler and Russell, 2008; Sigmond et al., 2011; Thompson
et al., 2011). However, many of the observed changes in temperature and salinity seem inconsis-
tent with the response induced by the wind-driven ocean circulation. Alternatively, changes in the
vertical exchange of water masses could be caused by changes in the marginally stable density
stratification of the Southern Ocean (Watson and Naveira Garabato, 2006; Matear and Lenton,
2008; Morrison et al., 2011; Watson et al., 2015), which is controlled by the surface salinity (Sig-
man et al., 2004). In this dissertation, I investigated the recent changes in the surface freshwater
fluxes over the Southern Ocean and the response of the Southern Ocean hydrography, circulation,
and vertical exchange of heat and carbon to changes in these fluxes. With this synthesis, I intend
to first summarize my main findings and conclusions (section 6.1), and then discuss the limita-
tions of my results (section 6.2) as well as their implications in the context of long-term changes
in the global climate system (section 6.3) that I introduced in chapter 1. This discussion will
elucidate that sea-ice freshwater fluxes could play a crucial role in driving glacial–interglacial
changes in the global carbon cycle and could entail a substantial risk in under- or overestimating
feedbacks in projected future changes in the carbon cycle. At last, I will provide an outlook and
suggestions for future research activities on this topic (section 6.4).
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6.1 Findings & conclusions

I will here summarize the main findings and conclusions from my investigation of the research
objectives that I posed in section 1.5:

(1) How large are sea-ice–ocean freshwater fluxes associated with sea-ice formation, trans-
port, and melting in the Southern Ocean, and how do they compare to freshwater fluxes
from the atmosphere and from land ice?

In chapter 2, we presented the first observation-based estimate of sea-ice–ocean freshwater fluxes
associated with sea-ice formation, transport, and melting over the period 1982 to 2008. An anal-
ysis of this data set revealed that overall 410 ± 110 mSv of freshwater are removed and added to
the Southern Ocean surface waters due to the formation and melting of sea ice. About 80 ± 20%
(320 ± 70 mSv) of the freezing flux arises from the coastal ocean, where cold temperatures and
a divergent sea-ice field fuel the ice production. About 40 ± 10% (130 ± 30 mSv) of this ice that
is produced in the coastal ocean is transported to the north, towards the sea-ice edge, and melts
there in the warmer surface waters. An additional 50 ± 50 mSv of sea ice probably form through
snow-ice formation from the atmospheric flux and contribute to the total melting flux. Estimates
of the net atmospheric freshwater flux vary substantially between 650 mSv in ERA-Interim (Dee
et al., 2011) over the ocean south of 50� S and 350 mSv in satellite-derived HOAPS estimate (ver-
sion 3.2; Andersson et al., 2010). South of the climatological mean sea-ice edge (1% mean annual
ice concentration), the atmospheric freshwater flux from ERA-Interim amounts to about 200 mSv
of which about 80 mSv fall in the coastal region and slightly oppose the sea-ice formation flux.
The freshwater fluxes from land ice through basal and iceberg melting amount to about 46±6
mSv and 42±5 mSv, respectively (Depoorter et al., 2013). In summary, the seasonal melting and
freezing fluxes from sea ice exceed both the land ice and the atmospheric flux substantially. In
the coastal ocean, the northward export of freshwater by sea ice is balanced by the other two
freshwater fluxes and in the open ocean the sea-ice freshwater flux exceeds the atmospheric flux
substantially in certain regions. Therefore, sea ice provides the dominant freshwater flux in the
seasonally ice covered region of the Southern Ocean.

(2) What is the contribution of sea-ice–ocean freshwater fluxes and their recent changes to
the Southern Ocean’s salinity distribution?

A simple box model approach taken in chapter 2 revealed that the northward transport of fresh-
water by sea ice increases the coastal-ocean salinity by about +0.15±0.06 g kg�1 and lowers the
open-ocean salinity by about �0.33±0.09 g kg�1. The former can be regarded as the effect on
AABW, i.e., the lower overturning cell, and the latter as the effect on AAIW and SAMW, i.e.,
the upper circulation cell. Therefore, the sea ice effectively re-allocates freshwater and buoy-
ancy from the lower ocean circulation cell to the upper ocean circulation cell and increases the
meridional and vertical salinity and density gradients. This northward transport of freshwater
has substantially increased by about 20 ± 10% over the period 1982 to 2008 (or by +9±5 mSv
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per decade), which corresponds to a salinity decrease of about �0.02±0.01 g kg�1 per decade in
open-ocean surface waters and AAIW when using our box model estimate. The magnitude of this
change agrees very well with the observed magnitude of change over recent decades (Wong et al.,
1999; Helm et al., 2010; Durack et al., 2012). Largest freshening signals have been observed
in the open-ocean Ross Sea surface waters and in the Pacific AAIW, coinciding with the largest
changes in northward sea-ice freshwater transport. Our findings are further supported by the sen-
sitivity experiments with the regional ocean model performed in chapter 4 that show a large-scale
freshening of the open-ocean surface and intermediate waters in response to the observed sea-ice
fluxes in the Pacific sector and also in parts of the Atlantic sector. While one would expect that the
increased northward sea-ice transport counteracts the freshening induced by glacial meltwater in
the coastal region, the model simulations suggest that also the vertical distribution of brine might
play a role and actually freshen the surface waters as well. Yet, this coastal response in the model
might be unrealistic and increasing melting from Antarctica remains the most likely reason for
the coastal and AABW freshening.

(3) Is it possible to study the Southern Ocean response to observation-based changes in the
surface freshwater fluxes in an ocean circulation model?

In chapter 3, I presented a regional ocean model for the Southern Ocean that is forced with
observation-based surface freshwater, heat, and momentum fluxes. For this purpose, I imple-
mented a number of modifications to the model’s lateral boundary conditions in the north and
south, its mixing scheme, and surface forcing in the sea-ice region. The model realistically sim-
ulates the general water-mass structure of the Southern Ocean, the ocean circulation, and the
surface processes in the open ocean. Despite the major advances that I made throughout this
thesis, large model biases remain in the coastal ocean and in the subsurface waters. Nevertheless,
a good representation of the region of interest, i.e., the upwelling region, allows to study changes
in the surface stratification induced by surface freshwater fluxes. While this flux-forced model
cannot be used to study feedbacks between the ocean and the sea ice, land ice, or atmosphere, I
can analyze the ocean’s response to changes in the surface fluxes. I conclude that my approach
of constraining an ocean model with observation based sea-ice–ocean freshwater fluxes provides
a novel tool to study the effect of changes in the surface condition on the Southern Ocean. This
approach circumvents many of the common problems in coupled ocean–ice models that are often
overly sensitive to subtle inaccuracies in the atmospheric or sea-ice conditions, which can lead to
an unrealistic water-mass structure in these models.

(4) How do Southern Ocean stratification, temperature, and circulation respond to recent
changes in surface freshwater fluxes; and could increased northward freshwater trans-
port provide an explanation for the observed surface stabilization and cooling?

The perturbation experiments that we presented in chapter 4 illustrate that the freshening associ-
ated with the recent increase in northward freshwater transport by sea ice considerably increased
the surface density stratification of the open-ocean waters around the sea-ice edge in most of the
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Pacific sector, and, to a lesser degree, also in the high-latitudes of the other ocean basins. This
increased stratification reduces the upwelling of warm deep water into the surface layer in our
simulations, resulting in a substantial cooling of the surface waters between the sea-ice edge and
the Subantarctic Front in the Pacific sector and parts of the Atlantic sector. The cooling response
of the model in this region shows a spatial pattern that is remarkably similar to the cooling derived
from the to-date probably most complete observational ocean data set—the satellite observed sea-
surface temperature record. At the subsurface, the model responds with a warming of CDW due
to the reduced mixing of CDW into the surface layer. This response seems consistent with the
trends derived from the few available observational subsurface data.

In contrast to the freshwater flux perturbation experiment, the simulated response to the
observation-based changes in the surface wind stress exhibits a weak surface salinity and tem-
perature increase in the high-latitude Pacific sector, a cooling of CDW, and a warming of AAIW
and SAMW due to an increased overturning circulation and mixing. While the simulated re-
sponse to surface wind stress changes south of the ACC frontal region is broadly inconsistent
with observed changes, our simulations suggest that these changes might have contributed to the
observed warming of the surface waters, AAIW, and SAMW north of the ACC frontal region.
Therefore, we suggest that the observed surface cooling of large regions of the Southern Ocean
high latitudes, which occurred despite global warming, is primarily caused by an increased sea-
ice freshwater flux and an associated increased surface density stratification. Generally, we find
opposing tendencies induced by the surface wind stress changes and freshwater flux changes
in the simulated ocean hydrography and horizontal transport, with a relatively larger response
induced by the freshwater flux perturbations. One exception is the meridional overturning circu-
lation that strengthens in both perturbation experiments, consistent with the results by Morrison
et al. (2011), and more strongly in the wind stress perturbation experiment. In summary, our
simulations revealed that the upwelling of deep waters to the surface in the Southern Ocean is
very sensitive to the freshwater fluxes from sea ice.

(5) What is the effect of changing surface freshwater fluxes on the release and uptake of
CO2 by the Southern Ocean and could this process provide an explanation why the
Southern Ocean carbon sink did not saturate over recent decades despite an increase in
westerly winds?

We analyzed the response of the surface CO2 flux to the perturbations in sea-ice freshwater fluxes
and surface wind stress in chapter 5. This analysis showed an increase of the net annual carbon
uptake in the region between the sea-ice edge and the Subantarctic Front of 25% (0.06 PgC per
year) in the sea-ice freshwater flux perturbation experiment and, surprisingly, an additional in-
crease of 7% (0.02 PgC per year) in the wind stress perturbation experiment. We identified two
major contributors to the increased carbon uptake in the freshwater flux perturbation experiment:
One effect is that the surface cooling induced by the increased stratification increases the solubil-
ity of CO2 in the seawater, which reduces the outgassing during all seasons. The other effect is a
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reduction in the upwelling of carbon-rich deep waters into the surface layer, which also reduces
the natural release of CO2 but only occurs during austral winter and spring. Both effects can be
attributed to a decrease in upwelling in this simulation due to a reduced and shallower winter-time
mixing. These two effects are countered by a reduced subduction of CO2 into AAIW south of
the SAF during summer and a reduced subduction into SAMW north of the SAF during winter,
which originate from reduced mixing due to the increasing stratification. The surface wind stress
response is more complex and has strong opposing seasonal and spatial tendencies. We find a
strong increase in summer-time CO2 uptake, which might however be a model-dependent result.
This effect is mostly compensated by an increased winter-time outgassing in the Pacific sector
that also compensates part of the reduction in outgassing from the freshwater flux perturbation
in this region. Our study highlights that the freshening of the surface ocean induced by the sea
ice could have strengthened the Southern Ocean carbon sink over recent decades, providing a
potential explanation why observations show an observed strengthening of the Southern Ocean
carbon sink over recent decades (Landschützer et al., 2015b) rather than a long-term saturation
that was suggested by earlier studies (e.g. Le Quéré et al., 2007). These findings are in line with
the results by Matear and Lenton (2008), who argue that increase surface buoyancy forcing might
compensate for the wind-driven reduction in carbon uptake.

The overarching picture that arises from all three studies (chapters 2, 4, and 5) of my thesis
suggests that the increased northward sea-ice transport in the Pacific sector of the Southern Ocean
is a predominant driver of the observed changes in the region south of the Subantarctic Front over
recent decades. This conclusion is supported by a consistent emerging signal from many different
data sets that I have analyzed throughout this thesis, i.e., satellite-based sea-ice data, atmospheric
reanalysis data, in-situ ocean salinity and temperature data, satellite-based sea-surface tempera-
ture data, and simulations with a regional ocean model. I argue that the importance of processes
related to changes in sea-ice–ocean fluxes have not sufficiently been accounted for so far in the
context of changes in the Southern Ocean system. My thesis revealed that sea ice is an active
element in this system and probably in the climate system as a whole rather than simply an indi-
cator of changes in the surface climate (Maksym, 2016). Through its dominant role in the surface
freshwater balance, its changes can effectively alter the surface stratification and therefore the
deep-to-surface exchange of heat and carbon—a process that was so far underestimated and has
important implications for long-term changes in the global climate system (see section 6.3).
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6.2 Limitations

While the research that I presented in this thesis provides substantial progress in quantifying the
surface freshwater fluxes in the Southern Ocean and in understanding the ocean’s response to
changes in these fluxes, a number of limitations arise from data uncertainties, the methodological
approach, and model shortcomings. I will here outline these limitations that should provide a
basis for further investigations.

In this thesis, I focused on the response of the Southern Ocean to changes in surface freshwa-
ter fluxes from sea ice and, to some extent, to changes from land ice. However, there are reason-
able grounds to believe that also the net atmospheric freshwater flux increased over the Southern
Ocean in recent decades, because theoretical arguments and global model simulations support an
increasing precipitation in this region with global warming (Knutti and Sedláček, 2013). While
my findings suggest that a large portion of the observed freshening can be attributed to sea-ice
freshwater fluxes, the changes in the atmospheric flux and their contribution to the freshening
remain largely unconstrained. Most of the freshening from the sea ice occurs in the Pacific sector
just north of the sea-ice edge and partly in the Atlantic, as well as in the intermediate waters
that are predominantly formed in this region. Yet, observations also suggest freshening in other
regions of the Southern Ocean and in lower latitudes, which could be induced by a changing
atmospheric freshwater flux. A detailed assessment of the potential freshening induced by the
atmospheric freshwater flux is to-date still hindered by the unavailability of reliable data. The
uncertainty in such data is almost 50% for the spatially integrated mean flux (see section 3.5),
and different data products disagree on the sign and magnitude of trends over the Southern Ocean
(Bromwich et al., 2011). Due to these uncertainties and because the most reliable products do
currently not show very large changes over recent decades (Bromwich et al., 2011; Nicolas and
Bromwich, 2011), I did not further investigate this contribution in my dissertation.

A major caveat of this thesis arises from the large uncertainties in the observation-based sea-
ice freshwater fluxes. While the sea-ice concentration from which I derived these fluxes is well
constrained, the sea-ice thickness and the sea-ice drift products induce large spatial and temporal
uncertainties. Currently, sea-ice thickness observations are still very sparse in time and space,
which is mostly related to the challenges in retrieving satellite-based thickness. We combined the
few observational products with a reanalysis product to assess the uncertainties in the mean sea-
ice thickness distribution, which turned out to be a major source of uncertainty in the freshwater
flux estimates. A largely unknown source of uncertainty remains the trend in sea-ice thickness,
which purely originates from the reanalysis product in our estimates. Due to the non-linearity
between the different variables in our calculations, it is difficult to attribute a specific fraction
of the freshwater flux trend to the sea-ice thickness trend. However, a sensitivity test with a
mean sea-ice thickness distribution revealed that the freshwater flux trends mostly arise from the
trends in sea-ice drift. The sea-ice drift is a variable that could be estimated robustly in principle,
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given that these data can be derived from the long-term passive microwave satellite data. The
major challenge for sea-ice drift data that we identified in our study presented in chapter 2 are
the algorithms used to derive the sea-ice drift and the consistency between data from different
satellite platforms. Therefore, such data sets must be handled with great care and the temporal
inhomogeneities incorporate another major source of uncertainty when deriving long-term trends
in sea-ice freshwater fluxes. At the same time, there is a large potential to substantially reduce
uncertainties from sea-ice drift data by developing new algorithms, by adapting the algorithm
parameters, time-steps, and resolution to the underlying data, and by treating consistent sensors
and frequencies separately. The overall uncertainties in the sea-ice freshwater flux trends are as
large as 40% to 50% in the spatially integrated fluxes and substantially larger on a grid box scale.
In combination with an even larger uncertainty in the ocean salinity trends (P. Durack, personal
communication), it is impossible to directly attribute a specific fraction of the freshening trend
to the sea-ice freshwater fluxes. However, their spatial pattern and the order of magnitude of the
trends agrees well.

Multiple limitations are associated with the simulated ocean response presented in chapters
4 and 5. Among these limitations are large persisting biases in the simulated temperature and
salinity fields in the subsurface and in the coastal ocean around the Antarctic continent, which
reside in the model despite major advances in the model developments. In the coastal ocean,
the model has a too stable surface density stratification, which limits the mixing of waters on
the continental shelf and reduces the subduction of AABW. This problem is most likely related
to the brine plume parameterization, since it is less severe if the paramerization is switched off.
However, if this parameterization was switched off, the representation of the open-ocean surface
waters would be unrealistic because spurious, deep open-ocean convection destroys the water-
mass structure. Therefore, we decided to use such a parameterization in these simulations with
the downside of not being able to reliably assess the coastal ocean and AABW response. The
brine plume parameterization would become obsolete if sufficient surface mixing occurred in the
model, which is the main source of this issue. A second reason for the too stable surface ocean in
the coastal region and the subsurface warm bias in the model is the prescribed surface heat flux
from ERA-Interim, which underestimates the heat loss to the atmosphere in the high latitudes
and therefore leads to a build up of the heat in the deep ocean. A third issue is the too salty and
too shallow AAIW core and a too fresh surface ocean in the mean state. This issue might also
be directly related to the insufficient surface mixing by the model. All three issues in the model
might lead to a too high sensitivity to stratification changes and therefore an overestimation of
the inferred surface temperature and carbon flux response. Hence, we have less confidence in the
absolute magnitude of the response. Despite the biases, the model is able to generally reproduce
the characteristic water-mass structure in the surface ocean of the upwelling region and spatial
and temporal evolution of surface mixing processes, which indicates that it is able to reproduce
the underlying upwelling mechanisms. The agreement of spatial patterns of the model response
with the observed spatial pattern of trends provides further confidence that the simulated response
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provides valuable insights.

Another limitation in our simulations results from a too coarse resolution of the experiments
to fully resolve meso-scale instabilities, which was applied due to constraints in the computation
time. A consequence of this too coarse resolution is a too strong meridional overturning circu-
lation in the mean state and a probably too sensitive response to changes in the surface wind
stress. Moreover, it is very likely that the model underestimates the lateral dissipation of signals
in temperature and salinity or other tracers due to the underrepresented lateral mixing by eddies.
This issue is counteracted by the models resolution-dependent hyper-diffusion in the advection
scheme. However, at the current state, it is not clear how large and how realistic the compensation
from this lateral mixing process is. A fully eddy-resolving simulation will elucidate in the future
how large the effects of resolution on the simulated responses are.

Finally, several limitations result from the experimental design of the model experiments.
We perturbed the model with an instantaneous change in the forcing rather than imposing the
real trend that gradually changes over time. This procedure is certainly a strong simplification
and potentially leads to an overestimation of the magnitude of the response. However, it clearly
illustrates the sensitivity of the model to changes in freshwater flux forcing relative to changes in
the surface wind stress. Additionally, non-linearities between the variables could arise that might
influence the response to a certain degree. Moreover, we did not perform any experiments related
to changes in the surface heat flux or changes in the atmospheric pCO2. Accounting for changes
in the surface heat flux would potentially amplify the cooling around the sea-ice edge due to the
ice-albedo feedback related with the expanding sea ice and amplify the warming of the lower
latitude surface ocean, AAIW, and SAMW due to an increased uptake of anthropogenic heat.
Similarly, the carbon sink would strengthen simply due to the increase in anthropogenic CO2 in
the atmosphere. A number of additional simulations could further clarify the relative magnitude
of these changes compared to the changes in surface freshwater fluxes.
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6.3 Implications

Throughout this thesis, I analyzed recent changes that are constraint by observational data and
therefore provide a better ground to comprehend the important processes in the Southern Ocean,
rather than past and potential future changes that can only be inferred from model and proxy data.
However, my findings summarized in section 6.1 have direct implications for past and future
changes that I will outline in this section.

My results suggest that an increased northward transport of sea ice makes the lower ocean
circulation cell more salty and the upper circulation cell fresher. Thereby it strengthens the South-
ern Ocean halocline and the deep to surface ocean density gradient. In the long-term, this process
decouples the deep ocean from the surface ocean and limits the exchange of waters between the
two circulation cells. The upper circulation cell shoals and draws water from shallower depths.
Therefore, less of the warm and carbon-rich deep waters enter the surface layer in the region be-
tween the sea-ice edge and the Subantarctic Front, which reduces the CO2 and heat release to the
atmosphere from these surface waters in the upwelling region and increases the net annual uptake
of carbon. The deep waters that no longer upwell into the upper circulation cell probably enter
the lower circulation instead through mixing between the dense shelf waters and CDW, essen-
tially enhancing the volume and age of bottom water and the storage of carbon in the deep ocean.
Ultimately, such a process could alter the long-term balance between the amount of carbon stored
in the upper circulation cell and therefore the atmosphere, and the amount of carbon stored in the
deep ocean.

The above interpretations are based on the most recent observed changes in the sea-ice fresh-
water fluxes that show an expansion of the sea ice and an increased northward transport. However,
it is not yet clear whether these changes are a response to anthropogenic changes in the climate
system or whether they are due to multi-decadal natural variability. If they were due to the an-
thropogenic forcing, one would expect that the current changes are a transient response due to an
adjustment of the atmospheric circulation to changes in meridional temperature gradients (Hau-
mann et al., 2014), and that the changes would reverse in future once the sea-ice region starts to
warm and the sea ice starts to retreat as suggested by global climate model simulations. In any
case, the current trends most likely reflect a cold phase of the high-latitude Southern Ocean with
expanding sea ice. Therefore, this situation, rather reflects a cold glacial climate during which
the sea ice extended to lower latitudes and sea-surface temperatures were colder (Gersonde et al.,
2005; Wolff et al., 2006; Roche et al., 2012; Benz et al., 2016; Xiao et al., 2016), even though
the current changes are probably less extreme. A critical difference between the present situation
and the situation in a glacial climate might be the process that expands the sea-ice cover. The
current increase is driven by increasing southerly winds that transport more freshwater towards
the sea-ice edge and probably increase the coastal divergence, which leads to a stronger sea-ice
formation. In a glacial climate, sea-ice formation is potentially enhanced by colder surface tem-
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peratures. Nevertheless, one would still expect an increasing northward freshwater transport since
thicker ice would be transported northward. At the same time, an increasing sea-ice formation
could strengthen the halocline even without an increasing northward transport, because the sea-
sonal freezing and melting redistributes the salt vertically in the water column by mixing the salty
winter-time waters deeper down than the fresher summer-time waters.

In contrast to many other mechanisms that have been suggested to cause the glacial–interglacial
variations in the atmospheric CO2 concentration, physical changes in the vertical exchange of
water in the Southern Ocean have been identified to be consistent with proxy data (Toggweiler,
1999; Fischer et al., 2010; Sigman et al., 2010). Proxy data reveals a reduced export production
(Jaccard et al., 2013) and a more complete nutrient utilization (Francois et al., 1997; Anderson
et al., 2009) in the upwelling region during glacial states and an increased age of the deep waters
around Antarctica derived from radiocarbon data (Skinner et al., 2010). All these data suggest a
reduction in upwelling of deep carbon- and nutrient-rich waters to the surface. At the same time,
�13C data suggest an enhanced volume of the lower circulation cell and a shoaling of the upper
cell (Curry and Oppo, 2005; Lynch-Stieglitz et al., 2007). This change in ocean circulation is
accompanied by a much saltier AABW in a glacial climate as inferred from pore water in sedi-
ment cores (Adkins et al., 2002), suggesting a major change surface freshwater balance. Today,
AABW formation is mostly driven by cooling on the continental shelf as the freshwater fluxes
in the coastal ocean balance and is enhanced by mixing with CDW. An enhanced glacial sea-ice
formation and a reduced freshwater input from the Antarctic continent and the atmosphere could
considerably shift the freshwater balance in the coastal ocean towards a higher salinity and there-
fore a salinity- rather than a temperature-driven AABW formation. Such a shift of the AABW
formation mechanism towards a sea-ice brine-driven formation is also supported by the �18O data
analyzed by Adkins et al. (2002).

The results that I presented in this thesis imply that glacial salinity, stratification, and circu-
lation changes could be induced by increased sea-ice freshwater fluxes, which redistribute salt
between the lower circulation cell and the upper circulation cell. Such a process would be very
appealing since Antarctic sea-ice formation and extent are directly related to the Antarctic surface
temperature that shows a striking correlation to the atmospheric CO2 concentration (Petit et al.,
1999; EPICA community members et al., 2004; Jouzel et al., 2007; Parrenin et al., 2013, see sec-
tion 1.1.2;). Several mechanisms that involve either sea-ice or other buoyancy fluxes have been
suggested by a number of studies (Gildor and Tziperman, 2000; Watson and Naveira Garabato,
2006; Bouttes et al., 2010, 2012; Ferrari et al., 2014; Sun et al., 2016), but none of them con-
siders the addition of freshwater to the upwelling region from melting sea-ice as the process that
drives the increasing stratification, except for the review by Fischer et al. (2010), who argue that
such a mechanism could play a critical role. While sea-ice-driven changes in ocean stratification
provide a hypothetical explanation for glacial-interglacial changes in the carbon cycle that seems
consistent with proxy data, it remains unclear how much such an effect would contribute to the
overall change in the atmospheric CO2 concentration of 80 to 100 ppm.
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The opposite effect to this hypothetical glacial situation could be expected for a warming
Southern Ocean, such as during the deglaciation or a potential future climate. A retreat of the
sea-ice edge and the northward transport would potentially degrade the halocline in the upwelling
region giving rise to either facilitated upwelling from deeper levels or even convective instabili-
ties during winter-time when the temperature stratification becomes statically unstable and over-
whelms the stable salinity stratification. Since the subsurface waters are typically warmer the sea
ice would retreat even faster, inducing a positive feedback that effectively lifts the carbon stored in
the deep ocean to the surface. While this process could have led to a rapid release of CO2 during
the deglaciation, possible future implications are more complex. One aspect is that as soon as the
atmospheric pCO2 reaches a level above the pCO2 of the deep waters, any additional upwelling
would not lead to an additional release of natural CO2 (Matear and Lenton, 2008). However, the
higher CO2 concentration of the upwelling waters from deeper levels would saturate the uptake
of anthropogenic CO2, similar to the mechanism suggested by Le Quéré et al. (2007) but induced
by a weaker halocline. Therefore, decreasing sea-ice freshwater fluxes could substantial amplify
global warming due to a reduced uptake of anthropogenic CO2 and heat. These possible effects
only concern the changes sea ice, but other processes like an increasing atmospheric freshwater
flux (Liu and Curry, 2010; Knutti and Sedláček, 2013) and an increasing warming would stabilize
the Southern Ocean surface waters (Manabe and Stouffer, 1993; Sarmiento et al., 1998). How-
ever, most of this stabilization would occur in lower latitudes, which limits the CO2 subduction
(Caldeira and Duffy, 2000) rather than its upwelling. In higher latitudes, temperature stratification
during winter would still remain unstable, despite global warming, and increasing atmospheric
and land ice fluxes will be critical to compensate for a sea-ice retreat in the upwelling region. Sev-
eral recent studies suggested massive changes in the future land-ice flux (Golledge et al., 2015;
Ritz et al., 2015; DeConto and Pollard, 2016) and their effects on the future ocean stratification
in the upwelling region are to-date very uncertain (Fogwill et al., 2015). In summary, future
changes in Southern Ocean stratification remain highly uncertain and incorporate a substantial
risk for positive feedbacks on global warming.
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6.4 Outlook & suggestions for further research

Our findings and their limitations and implications raise numerous questions that should be ad-
dressed in future research. Among the obvious issues to address is to further reduce the model
biases. This goal could be achieved by further improving the model’s vertical mixing scheme.
However, one should note that the mixing problems that identified in this thesis are not unique to
our model but apply to most existing numerical ocean models. Therefore, a general advance in
the numerical representation of the strongly stabilizing summer-time surface boundary layer in
the Southern Ocean should have high priority and has a high potential to reduce uncertainties in
global model simulations. One of the suggestions is to account for the temporal decay of deep
mixing events under stabilizing conditions, which occurs in reality due to inertial shear. Specific
to the Southern Ocean ROMS setup, an advance in the treatment of the surface heat flux and a
bias correction of the ERA-Interim surface heat flux would be desirable. Further improvements
in the model would result from repeating the simulations at an eddy-resolving resolution of 0.1�.
At last, running additional experiments in which also the heat flux and the atmospheric pCO2 is
perturbed and in which combined perturbations are applied might explain some of the discrep-
ancies between the changes in our experiments and the observed changes. The latter suggestion
might also be realized by running a hind-cast simulation with a temporally varying forcing field.

The substantial increase in data that is currently collected in the Southern Ocean will consid-
erably reduce some of the large uncertainties in the surface freshwater fluxes and ocean salinity.
Among these advances are new satellite platforms for continuous monitoring of sea-surface salin-
ity (e.g. Gordon, 2016) and sea-ice thickness (e.g. Schwegmann et al., 2016) in time and space.
At the same time, further improvements of existing algorithms that are used to derive sea-ice drift
and sea-ice thickness from existing satellite data are urgently required to obtain more consistent
and therefore more reliable time-series. The availability of subsurface physical and biogeochem-
ical data will also considerably increase by the deployment of Argo floats in the Southern Ocean
that are by now also able to collect data under sea ice (e.g. Riser et al., 2016). A further oppor-
tunity to better constrain the surface freshwater fluxes and their distribution in the ocean arises
from the unique isotopic signature that can be derived from oxygen isotopes and ocean salinity
(e.g. Jacobs et al., 2002; Meredith et al., 2013). A large number of seawater oxygen isotope data
exist already in the Southern Ocean but not all are yet compiled in the global data base (Schmidt
et al., 1999). Together with a large number of data collected during the Antarctic Circumnavigate
Expedition, new constraints on the surface freshwater fluxes will emerge (Leonard et al., 2016).
A more complete picture of the oxygen isotopic composition in the modern Southern Ocean could
also help to gain insights into the shifts between the present day surface freshwater budget and
the one of past glacial climates (e.g. Adkins et al., 2002). All these new data sets will provide fan-
tastic opportunities to improve our understanding and monitoring of the Southern Ocean surface
freshwater fluxes and the surface stratification.
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In this thesis, I mostly focused on the physical response of temperature, salinity, stratification,
and circulation, as well as the air–sea CO2 flux. However, changing surface freshwater fluxes will
also affect the heat uptake by the Southern Ocean or the upwelling of nutrients. The response of
the ocean heat uptake is most likely rather complex. In our current model setup it is not possible
to study changes in the heat uptake since the surface heat flux is prescribed and cannot adjust
to changes in the surface ocean conditions. However, the cooling response suggest that both the
sensible and the outgoing longwave radiative flux to the atmosphere would decrease in the high-
latitudes. In lower latitudes, where the atmosphere becomes warmer than the surface ocean, the
cooling of the surface ocean would result in an increased heat uptake. All these considerations
would suggest an increased net heat uptake by the Southern Ocean in response to the increased
stratification. Since most of the excess anthropogenic heat has been taken up by the Southern
Ocean, this issue requires further investigation in future studies. Similar to the heat and the car-
bon, less nutrients would upwell to the surface ocean in response to an increasing stratification
with potential consequences for the ecosystem. While less nutrients would be available for bi-
ological production, the increased stratification could still enhance biological production in the
Southern Ocean because it reduces the light-limitation and the production is not nutrient limited
(Eveleth et al., 2017). In the long-term, changes in Southern Ocean stratification could critically
affect the global biological productivity because it depends on the return of nutrients to the sur-
face ocean in the Southern Ocean (Marinov et al., 2006). Therefore, numerous open questions
exist in terms of the ecosystem response, which might be sensitive to the processes reported in
this thesis.

A pressing question that arises from the results presented in this thesis is why many of the ob-
served changes are not reproduced in the historical simulations with global climate models. These
model simulations suggest that a sea-ice retreat, a surface ocean warming, and a much weaker
surface freshening occurred over recent decades. I propose that four potential explanations exist
for this discrepancy that require further investigation. Firstly, the freshwater redistribution by sea
ice in many global models is most likely poorly represented due to difficulties in the accurate rep-
resentation of the sea-ice dynamics and atmospheric circulation over the sea-ice region (Haumann
et al., 2014; Uotila et al., 2014; Lecomte et al., 2016). This issue could considerably affect the
representation of the surface ocean density stratification in the models and could therefore explain
some of the large biases in their water-mass structure. Secondly, global models might be too sen-
sitive to changes in the surface wind stress that drives most of the response in these simulations,
which might outweigh changes from surface freshwater fluxes. Thirdly, the issues in the mixing
scheme that I identified in ROMS might also be present in several global models and could lead
to model biases that affect their Southern Ocean response to climatic changes. Finally, it is still
unclear whether the observed changes over recent decades are a response to the anthropogenic
forcing or simply an expression of multi-decadal variability. While several of these issues might
explain the discrepancies between some of the observed and simulated changes in the Southern
Ocean, they might at the same time be a core reason for the large spread of the historical Southern
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Ocean heat and CO2 uptake in these simulations (Frölicher et al., 2015) and their inconsistency
with proxy data of past changes (Sigman et al., 2004; Otto-Bliesner et al., 2007; Roche et al.,
2012; Rojas, 2013).

If the current response of the models to changes in the sea-ice freshwater fluxes was under-
estimated, one would expect that also their response to future and past climatic changes in this
process is not accurate. In order to test how reliable Southern Ocean stratification changes in
global models are, I suggest to assess their surface freshwater budget in detail and use the cur-
rently available observational data to develop constraints that might reduce the uncertainties in
their future projections. Additionally, one could replace sea-ice freshwater fluxes in a coupled
global model with the observed fluxes to further investigate the current changes, but also the past
and future changes by imposing idealized perturbations on the prescribed freshwater flux that
resemble potential future or past climates as outlined in section 6.3. Further extending such ex-
periments by additionally perturbing the glacial or atmospheric freshwater fluxes could provide
valuable insights into the drivers of glacial–interglacial changes in the climate system and into
the risks that are associated with future changes in the Southern Ocean density stratification.
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Abstract

Observations reveal an increase of Antarctic sea ice over the past three decades, yet global cli-
mate models tend to simulate a sea-ice decrease for that period. Here, we combine observa-
tions with model experiments (MPI-ESM) to investigate causes for this discrepancy and for the
observed sea-ice increase. Based on observations and atmospheric reanalysis, we show that on
multi-decadal time scales Antarctic sea-ice changes are linked to intensified meridional winds that
are caused by a zonally asymmetric lowering of the high-latitude surface pressure. In our simula-
tions, this surface-pressure lowering is a response to a combination of anthropogenic stratospheric
ozone depletion and greenhouse gas increase. Combining these two lines of argument, we infer
a possible anthropogenic influence on the observed sea-ice changes. However, similar to other
models, MPI-ESM simulates a surface-pressure response that is rather zonally symmetric, which
explains why the simulated sea-ice response differs from observations.

A.1 Introduction

Atmospheric circulation changes around Antarctica substantially influence Antarctic sea ice. This
relation emerges as an imprint of the Southern Annual Mode (SAM), the dominant mode of cir-
culation variability in the Southern Hemisphere, on interannual sea-ice variations (Stammerjohn
et al., 2008; Simpkins et al., 2012). Over the past three decades, the near-surface circulation has
significantly intensified, shifting the SAM to more positive phases (Abram et al., 2014). This is
most likely due to anthropogenic stratospheric ozone depletion and greenhouse-gas (GHG) in-
crease (Lee and Feldstein, 2013; Abram et al., 2014). However, the response of Antarctic sea ice
to this circulation intensification, and thus to the underlying anthropogenic forcing, is not well
understood (Bitz and Polvani, 2012; Polvani and Smith, 2013; Sigmond and Fyfe, 2014). This is
owing to the puzzling disagreement between observed and modeled Antarctic sea-ice trends and
to a lack of process understanding concerning the influence of recent multi-decadal atmospheric
circulation changes on the sea ice. We here combine observations with model simulations to
address both these issues.

Satellite observations show an Antarctic sea-ice increase since the late 1970s (Comiso and
Nishio, 2008), which results from strong opposing regional changes (Stammerjohn et al., 2008).
The sea-ice increase in the Ross Sea since the early 1990s is related to enhanced northward
ice advection due to stronger southerly winds from Antarctica, whereas advection of warmer
air masses from lower latitudes causes a sea-ice decrease in that period in the West Antarctic
Peninsula (WAP) region (Haumann, 2011; Holland and Kwok, 2012). These opposing regional
sea-ice changes can be explained by a cyclonic circulation anomaly in the region of the Amundsen
Sea Low (ASL) (Turner et al., 2009).
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These observed circulation and sea-ice changes could either be caused by a change in the
external forcing or simply be a manifestation of internal variability, which is of comparable mag-
nitude to the observed trend in model simulations (Polvani and Smith, 2013; Zunz et al., 2013).
A recent study by Fan et al. (2014) supports the latter suggestion by relating multi-decadal vari-
ations in temperature records to sea-ice changes. Such changes in the Antarctic surface climate
show connections to the tropical Atlantic (Li et al., 2014; Simpkins et al., 2014) and Pacific (Ding
et al., 2011; Schneider et al., 2012a) that alter the surface pressure in the ASL region.

In current global models, however, the recent sea-ice response seems to be dominated by
changes in the external forcing. Otherwise, there would be no reason for coupled global models to
consistently simulate an Antarctic sea-ice decrease over the observational period (Mahlstein et al.,
2013). This simulated ice loss must hence be a direct response to increasing GHGs, stratospheric
ozone depletion, and other external forcings. Bitz and Polvani (2012) and Sigmond and Fyfe
(2014) explain this response by the modeled strengthening and poleward shift of the near-surface
westerly winds, which enhances upwelling of warmer water in the Southern Ocean that melts
the ice. These findings contradict the suggestion by Turner et al. (2009) that stratospheric ozone
depletion could be the cause for the observed sea-ice changes.

Here, we further explore the possibility of a dominating external driver: Could ozone de-
pletion and/or GHG increase cause the observed sea-ice changes if natural variability was not a
sufficient explanation? To answer this question, we examine if the observed and the modeled
changes in atmospheric circulation and the related sea-ice response are consistent with a primar-
ily anthropogenic forcing. Doing so, we also gain insights that explain the disagreement between
the modeled and the observed evolution of Antarctic sea ice and tropospheric circulation.

A.2 Methods, model & data

We compare model simulations to the atmospheric circulation (sea-level pressure (SLP), 10-m
winds, and geopotential height) from ERA-Interim reanalysis (Dee et al., 2011) and to the ob-
served sea-ice concentration (Meier et al., 2013a) and drift (Fowler et al., 2013a). The ERA-
Interim reanalysis provides the most reliable atmospheric circulation and its changes in the south-
ern high-latitudes among the reanalysis data (Bracegirdle and Marshall, 2012). We use the
fully coupled Max Planck Institute for Meteorology Earth System Model (MPI-ESM) in its low-
resolution configuration (Giorgetta et al., 2013), which contributed to the fifth Climate Model In-
tercomparison Project (CMIP5). The atmospheric component (ECHAM6) (Stevens et al., 2013)
is run at a T63 (1.875�) horizontal resolution with 47 vertical hybrid levels reaching up to 0.01
hPa, thus resolving stratospheric changes (Schmidt et al., 2013). The ocean component (MPIOM)
(Jungclaus et al., 2013) has a horizontal resolution of about 1.5� on a bipolar grid with 40 unevenly
spaced vertical levels. Sea ice is implemented as a thermodynamic-dynamic model (Notz et al.,
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2013). In the Arctic, MPI-ESM realistically simulates the sea-ice cover and its response to an-
thropogenic forcings (Notz et al., 2013). However, in the Antarctic, it underestimates the mean
sea-ice extent in all seasons and considerably overestimates its natural variability over the past
few decades, as do other CMIP5 models (Turner et al., 2013; Zunz et al., 2013).

We use two sets of simulations that differ in their prescribed stratospheric ozone concentra-
tion. One set uses historical GHG emissions and stratospheric ozone depletion (Experiment 1).
For this set, we use the three historical simulations carried out with MPI-ESM for CMIP5, cov-
ering the period 1850–2005 (Giorgetta et al., 2012a). The evolution of GHGs and total column
ozone (Cionni et al., 2011) in these simulations is shown in Figure A.1 (solid lines). A second set
of three simulations (Experiment 2) is driven by the same forcings except for stratospheric ozone:
We modified the forcing as such that the stratospheric ozone (mixing ratio above 150 ppb) only
follows seasonal and interannual variations in the solar irradiance. Anthropogenic changes in
stratospheric ozone concentration are hence excluded (Figure A.1; green dashed line). Changes
in all other forcings such as solar irradiance, tropospheric ozone, and aerosols (Giorgetta et al.,
2013) are identical in both experiments. These two experiments allow us to directly study MPI-
ESM’s response to (1) the combined effect of GHG increase and stratospheric ozone depletion, (2)
the effect of GHG increase alone, and (3) the effect of stratospheric ozone depletion alone, where
the latter is estimated by examining the difference between the two experiments. In addition, we
assess the mean state and internal variability in the model using a 1000-year pre-industrial (prior
to 1850) control simulation with constant external forcing (Giorgetta et al., 2012b).

Figure A.1 External forcings of model experiments: Red: GHG forcing of Experiments 1 and
2. Green: total column ozone between 63� S and 90� S of Experiment 1 (solid) and Experiment 2
(dashed).

We analyze the ensemble mean of three realizations in each respective forcing experiment.
Each of these realizations started from different initial conditions taken from the pre-industrial
control simulation. We use annual means since we are interested in the net response to the forc-
ing. Hence, we neglect possible differences in seasonal variations and trends (Simpkins et al.,
2012; Holland, 2014). We calculate linear trends with a least squares regression analysis for the
observational period 1979 to 2011 and, to minimize the impact of internal variability, a longer
model period from 1960 to 2005 (see supplemental material for details).
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A.3 Results

The annual mean near-surface wind field from the ERA-Interim reanalysis shows that the Antarc-
tic sea ice experiences westerly winds near the ice edge (Figure A.2a), whereas most of the
coastal and interior sea-ice regions experience easterly to southerly winds. The low-pressure belt
around Antarctica consists of three distinct climatological SLP minima, with the ASL showing
the lowest SLP (Figure A.2a). The zonal SLP gradients induced by the asymmetric distribu-
tion determine the advection of warmer air masses west of the WAP and the advection of cold
continental air over the south-western Ross and Weddell Seas, influencing the sea-ice formation
and export (Haumann, 2011). This zonal asymmetry intensifies between 1979 and 2011 (Figure
A.2c). In particular, the low SLP in the ASL region expands and deepens significantly, leading
to increased southerly winds in the western Ross Sea and increased northerly winds in the WAP
region. In all other regions the westerlies strengthen. Similar asymmetric structures in the SLP
trends have been reported for other reanalysis data sets, but the detailed spatial structure and the
magnitude of the trends varies among them (Bromwich et al., 2011).

The meridional wind changes (Figure A.2c) go along with a sea-ice concentration increase
in the Ross Sea and a decrease west of the WAP (Figure A.2e). The southerly wind anomaly in
the Ross Sea, the expansion of the ASL, and the associated decrease in westerly winds in this
region explain the dominating sea-ice increase in the western Ross Sea compared to the smaller
increase in the eastern Ross Sea. Generally, sea ice drifts at a turning angle of roughly 20� to
40� to the wind direction (Kottmeier et al., 1992). Consequently, we show that the finding by
Haumann (2011) and Holland and Kwok (2012), that ice-drift changes (Figure A.2e) are induced
by wind changes (Figure A.2c), is also evident over the period 1979 to 2011. Potential inconsis-
tencies in the drift trend (Fowler et al., 2013a; Olason and Notz, 2014) do not affect these results
qualitatively (Figure A.4). The increased northward drift in the Ross Sea causes a higher sea-ice
production at the coast, a higher northward advection, thus an expansion and concentration in-
crease at the ice edge. The decrease in the WAP region is associated with the advection of warmer
air masses from lower latitudes (Haumann, 2011; Holland and Kwok, 2012). The increase of the
total Antarctic sea-ice area over the observational period (Comiso and Nishio, 2008) is mostly
due to a large sea-ice area gain in the Ross Sea and a weaker increase in the Weddell Sea, which
overcompensate the sea-ice decrease in the WAP region.

The pre-industrial control simulation also shows three climatological low-pressure areas (Fig-
ure A.2b) at approximately the same locations as in the reanalysis. However, throughout the entire
control simulation neither the observed strength of the ASL nor the observed zonal SLP asym-
metry is ever reached. In addition, the modeled ASL is the weakest of the three climatological
low-pressure systems. The representation of the ASL is generally poor in current global models
(Hosking et al., 2013), which limits the quality of their simulated sea ice. The model additionally
overestimates the strength and extent of the coastal easterlies, confining the sea ice at the East
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Figure A.2 Annual surface circulation driving Antarctic sea-ice changes: (a) ERA-Interim
mean (1979–2011) SLP (shading; red: 983-hPa isobar) and 10-m wind field (vectors). ASL:
Amundsen Sea Low. (b) Simulated (pre-industrial) mean SLP (red: 987-hPa isobar) and surface
wind field. (c) ERA-Interim decadal SLP and 10-m wind field trends (1979–2011). (d) Simulated
decadal SLP and wind field trends (1960–2005, Experiment 1). Black bold lines (a-d): mean annual
ice edge. Dashed orange lines (c-d): sector for Figure A.3. (e) Observed (1979–2011) and (f) simu-
lated (1960–2005, Experiment 1) decadal sea-ice concentration (shading) and drift trends (vectors).
Dashed and solid green lines: significance of SLP and ice concentration trends (90% confidence
level).
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Antarctic coast. This rather zonally symmetric circulation is intensified in the historical simula-
tions with all forcings (Experiment 1; 1960–2005; Figure A.2d) due to a statistically significant
lowering of the SLP with a somewhat stronger response than the changes in the reanalysis. How-
ever, the simulated, zonally almost constant, and poleward shifted SLP lowering causes a westerly
to north-westerly wind anomaly everywhere.

The model response (Figure A.2f) does not reproduce the observed sea-ice trends in terms of
sign and spatial pattern, which is in line with other models (Turner et al., 2013). The simulated
sea-ice changes (1960–2005) are much weaker than the observed ones and amount to an overall
decrease. There is a statistically significant ice concentration decrease in the WAP region, in
the Weddell Sea, and along the coast of East Antarctica. Also simulated changes in the ice drift
are much weaker than observed and rather zonal. This response of the sea ice agrees with the
findings by Bitz and Polvani (2012) and Sigmond and Fyfe (2014). They show that in global
models increased zonal winds enhance upwelling of warmer water from below that melts the ice.
Figure A.2d shows such a westward circulation intensification over most of the sea-ice region,
whereas in the ERA-Interim reanalysis intensified westerlies are mostly restricted to the Weddell
Sea (Figure A.2c). We conclude that the difference in the observed and simulated sea-ice changes
is caused by rather zonal simulated circulation changes and comparably small changes in the
meridional winds in the model simulations, which are caused by a weaker asymmetry in the SLP
lowering. This also holds if the observational period 1979 to 2011 is analyzed in the model
simulation (Figure A.5).

The lowering of the high-latitude SLP leading to the zonal wind intensification in the model
most likely results from anthropogenic forcing (Thompson et al., 2011; Lee and Feldstein, 2013).
Consequently, we proceed to analyze whether the lowering of the SLP in the ASL region in the
reanalysis, thus the sea-ice changes, can also be attributed to these anthropogenic influences.
We investigate annual mean geopotential-height changes in vertical cross-sections zonally aver-
aged between 160� E and 80� W (dashed orange lines in Figure A.2c and d). In the reanalysis
data (1979–2011), we find three areas of significant (90% confidence level) geopotential-height
change (dashed green lines in Figure A.3a). First, the cooling in regions of seasonal ozone de-
pletion in the stratosphere leads to a lowering of the geopotential height there (Thompson et al.,
2011). Second, the warming of the troposphere in lower latitudes, most likely caused by the
GHG increase, increases the geopotential height there (Santer et al., 2003). As a consequence,
the significant lowering of the geopotential height in the high-latitude troposphere is induced by a
downward propagation of the stratospheric anomaly from ozone depletion (arrow 1, Figure A.3a),
by increasing GHGs and other changes in the external forcing (arrow 2), or by their combination
(Lee and Feldstein, 2013).

Our simulations including both GHG increase and stratospheric ozone depletion (Experi-
ment 1, Figure A.3b) show a similar structure and magnitude of the geopotential-height trends
(1960–2005) as in ERA-Interim. However, discrepancies occur in the lower troposphere in high
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Figure A.3 Attribution of annual surface circulation changes to (1) stratospheric ozone de-
pletion and (2) GHG increase: (a-d) Vertical cross-sections of decadal zonal mean geopotential-
height changes between 160� E and 80� W (dashed orange lines in Figure A.2). Experiments as
in Figure A.1. (a) ERA-Interim (1979–2011). (b) Simulations with all forcings (1960–2005). (c)
Simulations without stratospheric ozone depletion illustrating mainly response to GHG increase
(1960–2005). (d) Differences between simulations with (b) and without stratospheric ozone de-
pletion (c) illustrating effect of ozone depletion. (e and f) as (c and d) but for SLP (shading) and
surface wind changes (vectors). Dashed orange lines: sector analyzed in (a-d). Black bold lines:
mean annual ice edge. Dashed and solid green lines: significance of geopotential-height and SLP
trends (90% confidence level).
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latitudes (south of 55� S), where modeled trends are slightly weaker, more confined to the surface,
and occur at higher latitudes. The simulation with largely constant stratospheric ozone forcing
(Experiment 2) results in a significant tropospheric geopotential-height decrease in high latitudes
(Figure A.3c), but the trend is much weaker than in the simulation with all forcings (Figure A.3b).
The difference of the trends between the two experiments is primarily due to stratospheric ozone
depletion (Figure A.3d). Consequently, the SLP trends in the ASL region can mostly be explained
by the combined effect of stratospheric ozone depletion and GHG increase (Figure A.3e and f).
If we analyze the model output only during the observational period (1979–2011; Figure A.6),
the effect of ozone depletion dominates the near-surface changes compared to the GHG increase,
which is consistent with previous studies (Thompson et al., 2011; Lee and Feldstein, 2013).

We conclude that the observed SLP lowering in the ASL region and the associated surface
circulation changes (Figure A.2c), thus the observed sea-ice trends in this region, are influenced
by the combination of anthropogenic ozone depletion and GHG increase, where the signal from
ozone depletion presumably dominates. These conclusions are consistent with the suggestions by
Turner et al. (2009). We show that the difference in the sea-ice response between global model
simulations and observations occurs primarily due to the zonal distribution of the SLP response.
A simulated rather zonal circulation intensification leads to a weak overall sea-ice decline, consis-
tent with Bitz and Polvani (2012), while the observed intensified meridional circulation induces
strong regional changes and acts to increase the overall sea-ice concentration in the period 1979
to 2011, consistent with Holland and Kwok (2012). In the following, we will discuss whether
this difference in the spatial distribution of the changes can be attributed to general shortcomings
in the model circulation or to multi-decadal natural variability.

A.4 Discussion

A rather zonally symmetric simulated SLP and circulation response to the anthropogenic forcing,
as in our simulations, is a common feature among global models (Son et al., 2010). Yet, this re-
sponse is not consistent with, for example, observed asymmetric tropospheric geopotential-height
changes that have been related to stratospheric ozone depletion (Neff et al., 2008). The observed
mean asymmetric circulation (Figure A.2a) is related to orographic blocking effects (Fogt et al.,
2012), the asymmetric Antarctic land mass (Lachlan-Cope et al., 2001), and topography-driven
boundary layer wind systems (Haumann, 2011). These arguments suggest that the too zonal near-
surface circulation in the mean state and also the rather zonal response pattern over the sea ice
in global models could be caused by a too smooth topography due to the models’ coarse resolu-
tion and a not very realistic representation of the Antarctic surface climate. Our findings support
this, since the response pattern differs mostly in the high-latitude troposphere in the ASL region
(Figure A.2) and the other sectors (40� W to 150� E; Figure A.7).
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The Antarctic sea-ice response in global models to zonal wind changes as described by Bitz
and Polvani (2012) and Sigmond and Fyfe (2014) is presumably sensitive to the vertical stability
of the underlying ocean. In MPI-ESM the high-latitude Southern Ocean vertical stability is under-
estimated (Stössel et al., 2015), which is a common feature among global models (Heuzé et al.,
2013). We hypothesize that a comparably unstable ocean responds with a stronger subsurface
heat flux to increasing zonal winds, because the observed changes in the westerly wind compo-
nent at the ice edge in the Weddell Sea (Figure A.2c) lead to changes in the zonal advection of the
ice (Figure A.2e), whereas the westerly anomaly in the model (Figure A.2d) leads to a decreasing
ice cover (Figure A.2f). Thus, the underlying mechanism responsible for the simulated sea-ice
changes seems to differ from the observed one. Even if the atmospheric circulation response was
similar to the observed changes the sea-ice response could still differ from the observations, as it
is the case in the Weddell Sea, for example.

Our result that the Antarctic sea-ice response to the anthropogenic influence depends on the
asymmetry of the SLP response is in line with the observed response of sea ice to interannual
(Fogt et al., 2012; Simpkins et al., 2012) and multi-decadal (Li et al., 2014) variability. These
studies show that sea ice changes strongly with the non-annular component of the SAM rather
than with the zonally symmetric patterns, where a more positive SAM index is often associated
with a lower SLP in the ASL region. However, the spatial structure of the sea-ice changes as-
sociated with the positive SAM anomalies during the observational period differs from that of
the observed trends (Simpkins et al., 2012). For example, while interannual variations mostly
show a change of the strength of the ASL, in the observed trend the ASL additionally expands
(see section 3). Abram et al. (2014) show that the SAM shifts to more positive values due to
the anthropogenic forcing, which is consistent with both our model simulations and the pressure
changes in the ERA-Interim reanalysis since the meridional pressure gradient increases (Figure
A.2). However, the effect that this has on the sea ice depends on the zonal structure.

Patterns of sea-ice changes induced by multi-decadal variability in the ASL SLP through
connections with the tropics are similar to the observed trends (Li et al., 2014). Consequently,
recent changes in the Antarctic sea ice might be influenced by natural variability. A multi-decadal
variability in the observed summer-time air temperature records supports such an influence (Fan
et al., 2014). Within the 1000-year long control simulation with MPI-ESM about 9% of all pos-
sible 968 33-year long periods have an ASL SLP trend larger than the observed trend (averaged
over the ocean surface south of 60� S and between 180� E and 80� W). This suggests that the
current observed Antarctic sea-ice trends could also be fully explained by natural variability in
the SLP and the related wind forcing. In turn, this would be inconsistent with a strong simulated
circulation response to the anthropogenic influence. Thus, it is more likely that the observed
changes are a mixture of an anthropogenic influence and multi-decadal variations. Yet, we cannot
quantify their contributions since neither the pattern of the modeled sea-ice variability, nor that of
the modeled response to the forcing currently reproduce the observed pattern of sea-ice trends in
coupled models.
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Several other mechanisms have been suggested to contribute to the observed Antarctic sea-
ice changes. The recent freshening of the Southern Ocean could have increased the sea-ice cover
by stabilizing the water column (Bintanja et al., 2013). Goosse and Zunz (2014) suggested that
the sea-ice increase is largely driven by a positive ice-ocean feedback that decreases oceanic
upwelling and might be initiated by changes in ice advection due to variations in the atmospheric
circulation. However, as we show here, there is confidence that the dominant cause of observed
sea-ice changes are persisting changes in the atmospheric circulation because the patterns of
circulation changes almost perfectly match those of ice drift and concentration in independent
data sets over multi-decadal time scales (cf. Figures A.2c and e), confirming the findings by
Haumann (2011) and Holland and Kwok (2012). It is possible that these changes in atmospheric
circulation cause additional feedbacks through changes in precipitation, oceanic upwelling, or
gyre circulation. Atmospheric circulation changes, nevertheless, remain the most likely driver
of the observed Antarctic sea-ice changes independent of the question whether multi-decadal
variability or anthropogenic forcing is the underlying cause.

A.5 Summary & conclusions

Combining observations with model simulations, we find that the recently observed Antarctic
sea-ice changes (1979–2011) are mostly driven by atmospheric circulation changes, which are
in turn consistent with at least a partial anthropogenic influence. Satellite and reanalysis data
show that intensified meridional winds increase the northward ice advection in the Ross Sea and
meridional heat exchange in the Ross Sea and WAP regions, where the largest sea-ice changes
are observed. This confirms the findings by Haumann (2011) and Holland and Kwok (2012)
for the full observational period. These circulation changes are caused by a significant, zonally
asymmetric lowering of the SLP, which is evident as an expansion and strengthening of the ASL.

Our model experiments (MPI-ESM) show that such SLP changes in this region can be ex-
plained by a combination of stratospheric ozone depletion and GHG increase (in line with Son
et al. (2010)), where the former dominates during the observational period (1979–2011). We
conclude that also the observed circulation-driven sea-ice changes are influenced by these anthro-
pogenic forcings (consistent with Turner et al. (2009)). However, similar to other global models
(Son et al., 2010), MPI-ESM’s SLP response is rather zonally symmetric leading to a circum-
polar westerly wind anomaly and little changes in meridional winds. A too zonally symmetric
SLP compared to observations also occurs in the mean state and the natural variability. Thus, we
argue that also the response to the anthropogenic influence might lack in zonal asymmetry, which
might be caused by the coarse resolution of the Antarctic topography and inaccuracies of the rep-
resentation of the Antarctic surface climate in the sea-ice area in global models. Consistent with
findings by Bitz and Polvani (2012) and Sigmond and Fyfe (2014), this zonal circulation change
leads to a weak modeled overall sea-ice decline, whereas regions that experience strengthened
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westerlies in the observations (e.g. the Weddell Sea) mostly show a zonal redistribution of the
sea ice. We argue that an underestimated vertical stability of the underlying ocean in our model
(Stössel et al., 2015) and other global models (Heuzé et al., 2013) might cause this difference.
We conclude that most of the discrepancy between the observed and modeled Antarctic sea-ice
trends arises from the difference in the zonal distribution of SLP changes and the different sea-ice
response to zonal and meridional wind changes.

The model simulates multi-decadal variations of SLP in the ASL region of comparable mag-
nitude to the observed trends. This supports recent suggestions of an influence of multi-decadal
variability on observed sea-ice trends (Fan et al., 2014; Li et al., 2014). However, we show
that the recent argument that observed sea-ice changes could be purely driven by multi-decadal
variability (Polvani and Smith, 2013) is inconsistent with the simulated SLP response to the an-
thropogenic influence. A clear distinction between effects imposed by natural variability and
anthropogenic forcing will only become possible once models accurately represent asymmetries
in the near-surface circulation and the associated sea-ice patterns.
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A.6 Supplementary methods

Simulated trends are calculated from 1960 to 2005 and observed trends from 1979 to 2011. We
choose a different period for the simulations to obtain a clear forcing response (cf. Figure A.1)
and avoid influences of natural variability. However, for consistency, we extend the historical sim-
ulations (1850–2005) with the respective RCP4.5 scenario simulations (Giorgetta et al., 2012c)
to obtain the model response for the full observation period (until 2011). Figures A.5 and A.6
show that our conclusions are not affected by the different analysis period. At each grid point,
we test the trends against internal variability applying a t-test that accounts for a lag-1 temporal
auto-correlation. As a measure of internal variability in the observations, the reanalysis data, and
the model data, we use the slope’s standard error from the residuals. For the simulated trends, we
additionally calculate at each grid point the standard deviation from the total pre-industrial control
simulation and the standard deviation from each 46-year interval in the pre-industrial control sim-
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ulation. We conservatively take the maximum of these two measures and of the slope’s standard
error from the residuals as a measure of internal variability.

A.7 Supplementary figures

Figure A.4 Observed decadal sea-ice concentration and drift trends for different periods: As
Figure A.2e but for the periods 1988 to 2011 and 1993 to 2011 to show that potential inconsistencies
in the data set occurring in 1987 and 1992 do not influence the results qualitatively. Prior to 1987
the accuracy of the drift data derived from the SMMR instrument was lower and a potential error
in the algorithm parameters in the version 2 of this product could affect the data consistency. After
1992 the availability of the 85 GHz channel improved the accuracy of the drift data (Fowler et al.,
2013a).
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Figure A.5 Simulated decadal atmospheric circulation and sea-ice trends (1979–2011): As
Figures A.2d and f but for the period 1979 to 2011 by extending the historical simulation (1979–
2005) with the RCP4.5 scenario simulation (2006–2011).
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Figure A.6 Attribution of circulation changes to stratospheric ozone depletion and GHG
increase (1979–2011): As Figures A.3b through f but for the period 1979 to 2011 by extending the
historical simulation (1979–2005) with the RCP4.5 scenario simulation (2006–2011).
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Figure A.7 Vertical cross-sections of decadal zonal mean geopotential-height changes over
the sector 40� W to 150� E (based on annual means): Experiments as in Figure A.1.
(a) ERA-Interim (1979–2011). (b) Historical simulations with all forcings (1960–2005). (c)
Historical+RCP4.5 simulations with all forcings (1979–2011). (d) Historical simulations with-
out stratospheric ozone depletion (1960–2005). (e) Historical+RCP4.5 simulations without strato-
spheric ozone depletion (1979–2011). (f) Differences between the historical simulations with
(b) and without stratospheric ozone depletion (d) (1960–2005). (g) Differences between the
historical+RCP4.5 simulations with (c) and without stratospheric ozone depletion (e) (1979–2011).
Dashed and solid green lines: significance of geopotential-height and SLP trends (90% confidence
level).
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Häkkinen, S. and Mellor, G. L. (1992). Modeling the seasonal variability of a coupled Arctic
ice-ocean system. Journal of Geophysical Research, 97(C12):20285. doi:10.1029/92JC02037.

Hallberg, R. (2013). Using a resolution function to regulate parameterizations of oceanic
mesoscale eddy effects. Ocean Modelling, 72:92–103. doi:10.1016/j.ocemod.2013.08.007.

Hallberg, R. and Gnanadesikan, A. (2001). An Exploration of the Role of Transient Eddies in
Determining the Transport of a Zonally Reentrant Current. Journal of Physical Oceanography,
31(2000):3312–3330. doi:10.1175/1520-0485(2001)031<3312:AEOTRO>2.0.CO;2.

Hallberg, R. and Gnanadesikan, A. (2006). The Role of Eddies in Determining the Structure
and Response of the Wind-Driven Southern Hemisphere Overturning: Results from the Mod-
eling Eddies in the Southern Ocean (MESO) Project. Journal of Physical Oceanography,
36(12):2232–2252. doi:10.1175/JPO2980.1.

Hansen, J., Ruedy, R., Sato, M., and Lo, K. (2010). Global surface temperature change. Reviews
of Geophysics, 48(4):RG4004. doi:10.1029/2010RG000345.

Harms, S., Fahrbach, E., and Strass, V. H. (2001). Sea ice transports in the Weddell Sea. Journal
of Geophysical Research, 106(C5):9057–9073. doi:10.1029/1999JC000027.

Hartin, C. A., Fine, R. A., Sloyan, B. M., Talley, L. D., Chereskin, T. K., and Happell, J. (2011).
Formation rates of Subantarctic mode water and Antarctic intermediate water within the South
Pacific. Deep-Sea Research Part I, 58(5):524–534. doi:10.1016/j.dsr.2011.02.010.

Hasselmann, K. (1991). Ocean circulation and climate change. Tellus B, 43(4):82–103.
doi:10.1034/j.1600-0889.1991.t01-2-00008.x.

Hauck, J., Völker, C., Wang, T., Hoppema, M., Losch, M., and Wolf-Gladrow, D. A. (2013). Sea-
sonally different carbon flux changes in the Southern Ocean in response to the Southern Annu-
lar Mode. Global Biogeochemical Cycles, 27(4):1236–1245. doi:10.1002/2013GB004600.

Haug, G. H., Sigman, D. M., Tiedemann, R., Pedersen, T. F., and Sarntheink, M. (1999).
Onset of permanent stratification in the subarctic Pacific Ocean. Nature, 401(6755):21–24.
doi:10.1038/44550.

Haumann, F. A. (2011). Dynamical interaction between atmosphere and sea ice in Antarctica.
Master’s Thesis: Utrecht University, p. 131.
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Le Quéré, C., Andrew, R. M., Canadell, J. G., Sitch, S., Korsbakken, J. I., Peters, G. P., Manning,
A. C., Boden, T. A., Tans, P. P., Houghton, R. A., Keeling, R. F., Alin, S., Andrews, O. D.,
Anthoni, P., Barbero, L., Bopp, L., Chevallier, F., Chini, L. P., Ciais, P., Currie, K., Delire,
C., Doney, S. C., Friedlingstein, P., Gkritzalis, T., Harris, I., Hauck, J., Haverd, V., Hoppema,
M., Klein Goldewijk, K., Jain, A. K., Kato, E., Körtzinger, A., Landschützer, P., Lefèvre, N.,
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Majkut, J. D., Carter, B. R., Frölicher, T. L., Dufour, C. O., Rodgers, K. B., and Sarmiento, J. L.
(2014). An observing system simulation for Southern Ocean carbon dioxide uptake. Philosoph-
ical Transactions of the Royal Society A, 372(2019):20130046. doi:10.1098/rsta.2013.0046.

Maksym, T. (2016). Climate science: Southern Ocean freshened by sea ice. Nature,
537(7618):40–41. doi:10.1038/537040a.

Maksym, T. and Markus, T. (2008). Antarctic sea ice thickness and snow-to-ice conversion from
atmospheric reanalysis and passive microwave snow depth. Journal of Geophysical Research,
113(2):C02S12. doi:10.1029/2006JC004085.

Manabe, S. and Stouffer, R. J. (1993). Century-scale effects of increased atmospheric CO2 on the
ocean-atmosphere system. Nature, 364(6434):215–218. doi:10.1038/364215a0.

Marchesiello, P., Debreu, L., and Couvelard, X. (2009). Spurious diapycnal mixing in terrain-
following coordinate models: The problem and a solution. Ocean Modelling, 26(3-4):156–169.
doi:10.1016/j.ocemod.2008.09.004.

Marchesiello, P., McWilliams, J. C., and Shchepetkin, A. (2001). Open boundary condi-
tions for long-term integration of regional oceanic models. Ocean Modelling, 3(1-2):1–20.
doi:10.1016/S1463-5003(00)00013-5.

Marchesiello, P., McWilliams, J. C., and Shchepetkin, A. F. (2003). Equilibrium Structure and
Dynamics of the California Current System. Journal of Physical Oceanography, 33(4):753–
783. doi:10.1175/1520-0485(2003)33<753:ESADOT>2.0.CO;2.

Marinov, I., Gnanadesikan, A., Toggweiler, J. R., and Sarmiento, J. L. (2006). The Southern
Ocean biogeochemical divide. Nature, 441(7096):964–967. doi:10.1038/nature04883.

Markus, T. (1999). Results from an ECMWF-SSM/I forced mixed layer model of the Southern
Ocean. Journal of Geophysical Research, 104(C7):15603. doi:10.1029/1999JC900080.

Marmorino, G. O. and Caldwell, D. R. (1976). Heat and salt transport through a diffusive
thermohaline interface. Deep Sea Research and Oceanographic Abstracts, 23(1):59–67.
doi:10.1016/0011-7471(76)90808-1.

http://dx.doi.org/10.1126/science.1137127
http://dx.doi.org/10.1038/382436a0
http://dx.doi.org/10.1002/jgrd.50443
http://dx.doi.org/10.1146/annurev.marine.010908.163727
http://dx.doi.org/10.1098/rsta.2013.0046
http://dx.doi.org/10.1038/537040a
http://dx.doi.org/10.1029/2006JC004085
http://dx.doi.org/10.1038/364215a0
http://dx.doi.org/10.1016/j.ocemod.2008.09.004
http://dx.doi.org/10.1016/S1463-5003(00)00013-5
http://dx.doi.org/10.1175/1520-0485(2003)33%3C753:ESADOT%3E2.0.CO;2
http://dx.doi.org/10.1038/nature04883
http://dx.doi.org/10.1029/1999JC900080
http://dx.doi.org/10.1016/0011-7471(76)90808-1


Bibliography 221

Marsh, R., Ivchenko, V. O., Skliris, N., Alderson, S., Bigg, G. R., Madec, G., Blaker, A. T.,
Aksenov, Y., Sinha, B., Coward, A. C., Le Sommer, J., Merino, N., and Zalesny, V. B. (2015).
NEMOICB (v1.0): interactive icebergs in the NEMO ocean model globally configured at eddy-
permitting resolution. Geoscientific Model Development, 8(5):1547–1562. doi:10.5194/gmd-
8-1547-2015.

Marshall, G. J. (2003). Trends in the Southern Annular Mode from observa-
tions and reanalyses. Journal of Climate, 16(24):4134–4143. doi:10.1175/1520-
0442(2003)016<4134:TITSAM>2.0.CO;2.

Marshall, J. and Radko, T. (2003). Residual-Mean Solutions for the Antarctic Circumpolar
Current and Its Associated Overturning Circulation. Journal of Physical Oceanography,
33(11):2341–2354. doi:10.1175/1520-0485(2003)033<2341:RSFTAC>2.0.CO;2.

Marshall, J. and Schott, F. (1999). Open-ocean convection: Observations, theory, and models.
Reviews of Geophysics, 37(1):1–64. doi:10.1029/98RG02739.

Marshall, J. and Speer, K. (2012). Closure of the meridional overturning circulation through
Southern Ocean upwelling. Nature Geoscience, 5(3):171–180. doi:10.1038/ngeo1391.

Marsland, S. J. and Wolff, J. O. (2001). On the sensitivity of Southern Ocean sea ice to the surface
freshwater flux: A model study. Journal of Geophysical Research, 106(C2):2723–2741.

Martin, S., Drucker, R. S., and Kwok, R. (2007). The areas and ice production of the
western and central Ross Sea polynyas, 1992-2002, and their relation to the B-15 and
C-19 iceberg events of 2000 and 2002. Journal of Marine Systems, 68(1-2):201–214.
doi:10.1016/j.jmarsys.2006.11.008.

Martin, T. and Adcroft, A. (2010). Parameterizing the fresh-water flux from land ice to ocean
with interactive icebergs in a coupled climate model. Ocean Modelling, 34(3-4):111–124.
doi:10.1016/j.ocemod.2010.05.001.

Martin, T., Park, W., and Latif, M. (2013). Multi-centennial variability controlled by South-
ern Ocean convection in the Kiel Climate Model. Climate Dynamics, 40(7-8):2005–2022.
doi:10.1007/s00382-012-1586-7.

Martinson, D. G. (1990). Evolution of the Southern Ocean winter mixed layer and sea ice:
Open ocean deepwater formation and ventilation. Journal of Geophysical Research Oceans,
95(C7):11641–11654. doi:10.1029/JC095iC07p11641.

Martinson, D. G. (1991). Open Ocean Convection in the Southern Ocean. In Chu, P. C. and
Gascard, J. C., editors, Elsevier Oceanography Series, volume 57, pages 37–52. Elsevier.
doi:10.1016/S0422-9894(08)70059-X.

Martinson, D. G., Killworth, P. D., and Gordon, A. L. (1981). A Convective Model for the
Weddell Polynya. Journal of Physical Oceanography, 11(4):466–488. doi:10.1175/1520-
0485(1981)011<0466:ACMFTW>2.0.CO;2.

Martinson, D. G. and McKee, D. C. (2012). Transport of warm Upper Circumpolar Deep Wa-
ter onto the western Antarctic Peninsula continental shelf. Ocean Science, 8(4):433–442.
doi:10.5194/os-8-433-2012.

Maslanik, J., Fowler, C., Key, J., Scambos, T., Hutchinson, T., and Emery, W. (1997). AVHRR-
based Polar Pathfinder products for modeling applications. Annals of Glaciology, 25:388–392.

http://dx.doi.org/10.5194/gmd-8-1547-2015
http://dx.doi.org/10.5194/gmd-8-1547-2015
http://dx.doi.org/10.1175/1520-0442(2003)016%3C4134:TITSAM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0442(2003)016%3C4134:TITSAM%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(2003)033%3C2341:RSFTAC%3E2.0.CO;2
http://dx.doi.org/10.1029/98RG02739
http://dx.doi.org/10.1038/ngeo1391
http://dx.doi.org/10.1016/j.jmarsys.2006.11.008
http://dx.doi.org/10.1016/j.ocemod.2010.05.001
http://dx.doi.org/10.1007/s00382-012-1586-7
http://dx.doi.org/10.1029/JC095iC07p11641
http://dx.doi.org/10.1016/S0422-9894(08)70059-X
http://dx.doi.org/10.1175/1520-0485(1981)011%3C0466:ACMFTW%3E2.0.CO;2
http://dx.doi.org/10.1175/1520-0485(1981)011%3C0466:ACMFTW%3E2.0.CO;2
http://dx.doi.org/10.5194/os-8-433-2012


222 Bibliography

Massom, R. A., Eicken, H., Haas, C., Jeffries, M. O., Drinkwater, M. R., Sturm, M., Worby,
A. P., Wu, X., Lytle, V. I., Ushio, S., Morris, K., Reid, P. A., Warren, S. G., and Al-
lison, I. (2001). Snow on Antarctic sea ice. Reviews of Geophysics, 39(3):413–445.
doi:10.1029/2000RG000085.

Massonnet, F., Mathiot, P., Fichefet, T., Goosse, H., König Beatty, C., Vancoppenolle, M.,
and Lavergne, T. (2013). A model reconstruction of the Antarctic sea ice thickness and
volume changes over 1980-2008 using data assimilation. Ocean Modelling, 64:67–75.
doi:10.1016/j.ocemod.2013.01.003.

Matear, R. J. and Lenton, A. (2008). Impact of Historical Climate Change on the Southern Ocean
Carbon Cycle. Journal of Climate, 21(22):5820–5834. doi:10.1175/2008jcli2194.1.

Mathiot, P., Barnier, B., Gallée, H., Molines, J. M., Sommer, J. L., Juza, M., and
Penduff, T. (2010). Introducing katabatic winds in global ERA40 fields to simulate
their impacts on the Southern Ocean and sea-ice. Ocean Modelling, 35(3):146–160.
doi:10.1016/j.ocemod.2010.07.001.

Mathiot, P., Jourdain, N. C., Barnier, B., Gallée, H., Molines, J. M., Le Sommer, J., and Pen-
duff, T. (2012). Sensitivity of coastal polynyas and high-salinity shelf water production
in the Ross Sea, Antarctica, to the atmospheric forcing. Ocean Dynamics, 62(5):701–723.
doi:10.1007/s10236-012-0531-y.

Maykut, G. A. and Untersteiner, N. (1971). Some results from a time-dependent ther-
modynamic model of sea ice. Journal of Geophysical Research, 76(6):1550–1575.
doi:10.1029/JC076i006p01550.

Mazloff, M. R., Heimbach, P., and Wunsch, C. (2010). An Eddy-Permitting Southern Ocean State
Estimate. Journal of Physical Oceanography, 40(5):880–899. doi:10.1175/2009JPO4236.1.

McDougall, T. J. (1987). Thermobaricity, cabbeling, and water-mass conversion. Journal of
Geophysical Research, 92(C5):5448. doi:10.1029/JC092iC05p05448.

McPhee, M. (2008). Air-ice-ocean interaction: Turbulent ocean boundary layer exchange pro-
cesses. Springer, New York, Dordrecht, Heidelberg, London. doi:10.1007/978-0-387-78335-2.

McPhee, M. G. (1992). Turbulent heat flux in the upper ocean under sea ice. Journal of Geo-
physical Research, 97(C4):5365. doi:10.1029/92JC00239.

McPhee, M. G. (2003). Is thermobaricity a major factor in Southern Ocean ventilation? Antarctic
Science, 15(1):153–160. doi:10.1017/S0954102003001159.

McWilliams, J. C., Huckle, E., and Shchepetkin, A. F. (2009). Buoyancy Effects
in a Stratified Ekman Layer. Journal of Physical Oceanography, 39(10):2581–2599.
doi:10.1175/2009JPO4130.1.

Meehl, G. A., Arblaster, J. M., Bitz, C. M., Chung, C. T. Y., and Teng, H. (2016). Antarctic sea-
ice expansion between 2000 and 2014 driven by tropical Pacific decadal climate variability.
Nature Geoscience, 9(8):590–595. doi:10.1038/ngeo2751.

Meier, W., Fetterer, F., Savoie, M., Mallory, S., Duerr, R., and Stroeve, J. (2013a). NOAA/NSIDC
Climate Data Record of passive microwave sea ice concentration, version 2, 1979–2011,
In Boulder, Colorado USA: National Snow and Ice Data Center, Boulder, Colorado USA.
doi:10.7265/N55M63M1.

http://dx.doi.org/10.1029/2000RG000085
http://dx.doi.org/10.1016/j.ocemod.2013.01.003
http://dx.doi.org/10.1175/2008jcli2194.1
http://dx.doi.org/10.1016/j.ocemod.2010.07.001
http://dx.doi.org/10.1007/s10236-012-0531-y
http://dx.doi.org/10.1029/JC076i006p01550
http://dx.doi.org/10.1175/2009JPO4236.1
http://dx.doi.org/10.1029/JC092iC05p05448
http://dx.doi.org/10.1007/978-0-387-78335-2
http://dx.doi.org/10.1029/92JC00239
http://dx.doi.org/10.1017/S0954102003001159
http://dx.doi.org/10.1175/2009JPO4130.1
http://dx.doi.org/10.1038/ngeo2751
http://dx.doi.org/10.7265/N55M63M1


Bibliography 223

Meier, W., Fetterer, F., Savoie, M., Mallory, S., Duerr, R., and Stroeve, J. (2013b). NOAA/NSIDC
Climate Data Record of passive microwave sea ice concentration, version 2, 1980–2009,
In Boulder, Colorado USA: National Snow and Ice Data Center, Boulder, Colorado USA.
doi:10.7265/N55M63M1.

Meijers, A. J. S., Bindoff, N. L., and Rintoul, S. R. (2011). Frontal movements and property
fluxes: Contributions to heat and freshwater trends in the Southern Ocean. Journal of Geo-
physical Research, 116(8):C08024. doi:10.1029/2010JC006832.

Meijers, A. J. S., Bindoff, N. L., and Roberts, J. L. (2007). On the Total, Mean, and Eddy Heat
and Freshwater Transports in the Southern Hemisphere of a 1/8� x 1/8� Global Ocean Model.
Journal of Physical Oceanography, 37(2):277–295. doi:10.1175/JPO3012.1.

Meijers, A. J. S., Shuckburgh, E., Bruneau, N., Sallée, J.-B., Bracegirdle, T. J., and Wang, Z.
(2012). Representation of the Antarctic Circumpolar Current in the CMIP5 climate models
and future changes under warming scenarios. Journal of Geophysical Research: Oceans,
117(12):C12008. doi:10.1029/2012JC008412.

Mellor, G. L. and Kantha, L. (1989). An ice-ocean coupled model. Journal of Geophysical
Research, 94(C8):10937. doi:10.1029/JC094iC08p10937.

Meredith, M. P., Gordon, A. L., Naveira Garabato, A. C., Abrahamsen, E. P., Huber, B. A.,
Jullion, L., and Venables, H. J. (2011a). Synchronous intensification and warming of Antarctic
Bottom Water outflow from the Weddell Gyre. Geophysical Research Letters, 38(3):L03603.
doi:10.1029/2010GL046265.

Meredith, M. P. and Hogg, A. M. (2006). Circumpolar response of Southern Ocean eddy activity
to a change in the Southern Annular Mode. Geophysical Research Letters, 33(16):L16608.
doi:10.1029/2006GL026499.

Meredith, M. P., Naveira Garabato, A. C., Hogg, A. M., and Farneti, R. (2012). Sensitivity of the
overturning circulation in the Southern Ocean to decadal changes in wind forcing. Journal of
Climate, 25(1):99–110. doi:10.1175/2011JCLI4204.1.

Meredith, M. P., Venables, H. J., Clarke, A., Ducklow, H. W., Erickson, M., Leng, M. J., Lenaerts,
J. T. M., and Van Den Broeke, M. R. (2013). The freshwater system west of the Antarctic Penin-
sula: Spatial and temporal changes. Journal of Climate, 26(5):1669–1684. doi:10.1175/JCLI-
D-12-00246.1.

Meredith, M. P., Wallace, M. I., Stammerjohn, S. E., Renfrew, I. A., Clarke, A., Venables, H. J.,
Shoosmith, D. R., Souster, T., and Leng, M. J. (2010). Changes in the freshwater composition
of the upper ocean west of the Antarctic Peninsula during the first decade of the 21st century.
Progress in Oceanography, 87(1-4):127–143. doi:10.1016/j.pocean.2010.09.019.

Meredith, M. P., Woodworth, P. L., Chereskin, T. K., Marshall, D. P., Allison, L. C., Bigg, G. R.,
Donohue, K., Heywood, K. J., Hughes, C. W., Hibbert, A., Hogg, A. M., Johnson, H. L., Jul-
lion, L., King, B. A., Leach, H., Lenn, Y.-D., Morales Maqueda, M. A., Munday, D. R., Naveira
Garabato, A. C., Provost, C., Sallée, J.-B., and Sprintall, J. (2011b). Sustained monitoring of
the Southern Ocean at Drake Passage: past achievements and future priorities. Reviews of
Geophysics, 49(4):RG4005. doi:10.1029/2010RG000348.

Meredith, M. P., Woodworth, P. L., Hughes, C. W., and Stepanov, V. (2004). Changes in the ocean
transport through Drake Passage during the 1980s and 1990s, forced by changes in the Southern
Annular Mode. Geophysical Research Letters, 31(21):L21305. doi:10.1029/2004GL021169.

http://dx.doi.org/10.7265/N55M63M1
http://dx.doi.org/10.1029/2010JC006832
http://dx.doi.org/10.1175/JPO3012.1
http://dx.doi.org/10.1029/2012JC008412
http://dx.doi.org/10.1029/JC094iC08p10937
http://dx.doi.org/10.1029/2010GL046265
http://dx.doi.org/10.1029/2006GL026499
http://dx.doi.org/10.1175/2011JCLI4204.1
http://dx.doi.org/10.1175/JCLI-D-12-00246.1
http://dx.doi.org/10.1175/JCLI-D-12-00246.1
http://dx.doi.org/10.1016/j.pocean.2010.09.019
http://dx.doi.org/10.1029/2010RG000348
http://dx.doi.org/10.1029/2004GL021169


224 Bibliography

Merino, I., Le Sommer, J., Durand, G. G., Jourdain, N. C., Madec, G., Mathiot, P., and Tournadre,
J. (2016). Antarctic icebergs melt over the Southern Ocean: Climatology and impact on sea
ice. Ocean Modelling, 104:99–110. doi:10.1016/j.ocemod.2016.05.001.

Merrifield, S. T., Laurent, L. S., Owens, B., Thurnherr, A. M., and Toole, J. M. (2016). En-
hanced Diapycnal Diffusivity in Intrusive Regions of the Drake Passage. Journal of Physical
Oceanography, 46(4):1309–1321. doi:10.1175/JPO-D-15-0068.1.

Meyer, A., Sloyan, B. M., Polzin, K. L., Phillips, H. E., and Bindoff, N. L. (2015). Mix-
ing Variability in the Southern Ocean. Journal of Physical Oceanography, 45(4):966–987.
doi:10.1175/JPO-D-14-0110.1.

Middleton, J. H. and Foster, T. D. (1980). Fine structure measurements in a
temperature-compensated halocline. Journal of Geophysical Research, 85(C2):1107.
doi:10.1029/JC085iC02p01107.

Mikaloff Fletcher, S. E., Gruber, N., Jacobson, A. R., Doney, S. C., Dutkiewicz, S., Gerber, M.,
Follows, M., Joos, F., Lindsay, K., Menemenlis, D., Mouchet, A., Müller, S. A., and Sarmiento,
J. L. (2006). Inverse estimates of anthropogenic CO2 uptake, transport, and storage by the
ocean. Global Biogeochemical Cycles, 20(2):GB2002. doi:10.1029/2005GB002530.

Mikaloff Fletcher, S. E., Gruber, N., Jacobson, A. R., Gloor, M., Doney, S. C., Dutkiewicz, S.,
Gerber, M., Follows, M. J., Joos, F., Lindsay, K., Menemenlis, D., Mouchet, A., Müller, S. A.,
and Sarmiento, J. L. (2007). Inverse estimates of the oceanic sources and sinks of natural
CO2 and the implied oceanic carbon transport. Global Biogeochemical Cycles, 21(1):GB1010.
doi:10.1029/2006GB002751.

Moore, J., Doney, S. C., Glover, D. M., and Fung, I. Y. (2001a). Iron cycling and nutrient-
limitation patterns in surface waters of the World Ocean. Deep Sea Research Part II: Topical
Studies in Oceanography, 49(1-3):463–507. doi:10.1016/S0967-0645(01)00109-6.

Moore, J., Doney, S. C., Kleypas, J. A., Glover, D. M., and Fung, I. Y. (2001b). An intermediate
complexity marine ecosystem model for the global domain. Deep Sea Research Part II: Topical
Studies in Oceanography, 49(1-3):403–462. doi:10.1016/S0967-0645(01)00108-4.

Moore, J. K., Doney, S. C., and Lindsay, K. (2004). Upper ocean ecosystem dynamics and
iron cycling in a global three-dimensional model. Global Biogeochemical Cycles, 18(4):1–21.
doi:10.1029/2004GB002220.

Moore, J. K., Lindsay, K., Doney, S. C., Long, M. C., and Misumi, K. (2013). Marine
Ecosystem Dynamics and Biogeochemical Cycling in the Community Earth System Model
[CESM1(BGC)]: Comparison of the 1990s with the 2090s under the RCP4.5 and RCP8.5 Sce-
narios. Journal of Climate, 26(23):9291–9312. doi:10.1175/JCLI-D-12-00566.1.

Morel, A. and Berthon, J.-F. (1989). Surface pigments, algal biomass profiles, and potential
production of the euphotic layer: Relationships reinvestigated in view of remote-sensing appli-
cations. Limnology and Oceanography, 34(8):1545–1562. doi:10.4319/lo.1989.34.8.1545.
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Haumann, F. A., N. Gruber, M. Münnich, S. Eberenz, C. Nissen, and P. Landschützer (2015):
Cryospheric drivers of changes in Southern Ocean stratification and carbon uptake. 26th Gen-
eral Assembly of the International Union of Geodesy and Geophysics (IUGG), Prague, Czech
Republic.
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